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Editor's 
Introduction 

This issue of tile Digital Technical 
journal presents papers on a range 

of computing subjects, beginning 

with recent advances in storage tech
nologies, foUowed by net\vork routcr 
cluster enhancements, new desktop 
software for sharing 3-D applications 
across platforms, and an experimental 

High Performance Fortran debugger. 
DIGITAL's storage engineers have 

been leaders in the definition of the 
parallel small computer system inter
face (SCSI) ANSI standards and in 
related technology improvements. 

Bill Ham's paper focuses on four 
advances in the physical features of 
SCSI that resulted in major increases 
in SCSI capabilities and minor distur
bances when incorporated in existing 
installations. The discussion spans 
developments from SCSI-2 through 
UltraSCSI, including speed increases 
in the synchronous data phase; longer, 
more complex configurations enabled 
by bus expanders; physical versatility 
inherent in a decreased size ofthe 
interconnect; and dynamic removal 
and replacement of devices on an 
active bus (hot plugging). 

The subject of our next paper is 
networks, and the emphasis of the 
engineering is on customer require
ments for reliability and availability. 
Router clusters, described here by 
Peter Higginson and Mike Shand, 
were developed to provide tast fail
over response in lP net\vorks and are 
defined as a group of routers on the 
same local area net\vork (LAN) pro
viding mutual backup. New router 
cluster protocols and mechanisms 
restrict the loss of service that results 
from a failure on the net\vork, speci-

Digital Technical Journal 

ficaiJy on net\vorks requiring high 
availability, such as telecommunica
tion and stock exchange net\vorks. 
The authors analyze failure cases and 
present the solutions that reduced 
service-loss rime from approximately 
30 to 45 seconds to 5 seconds in both 
LAN and WA.l'\1 environments. 

Collaboration software for desk
top systems can be broadly defined 
to encompass a range of capabilities, 
fi:om a simple transfer of data between 
users, such as e-mail sent over a net
work, to real-time sharing ofrext, 
graphics, and audio and video data. 
Larry and Ricky Palmer have designed 
a sofhvare product, called Shared 
Desktop, for users who want to share 
three-dimensional graphics applica
tions and audio across net\vorks. 
Notably, the design differentiates 
itself by supporting mulriple operat
ing systems, currentJy enabling real
time interopcration among vVindows 

and UNfX systems. The authors dis
cuss the decision to create a "view
port;' which is a part of the desktop 
screen, and issues they addressed dur
ing implementation, including proto
col splitting, screen capture and data 
handling, and dissimilar fi·an1e bufters. 
They conclude with ideas for possible 
enJ1ancemcnt of the product in the 
future. 

In a previous issue of tl1ejoumal 
featuring technical computing topics 
(vol. 7 no. 3), Jonathan Harris et al. 
described DIGJTAL's Fortran 90 
compiler that implements High 
Performance Fortran version 1.1, 
a language tor writing parallel pro
grams. An outgrowth of that work 
is an experimental debugger, code-
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named Aardvark, tJ1at "reconstructs" 
for the HPF programmer a single 
source-level view, even though the 
program has several flows ofconu-ol 
and the data are distributed. David 
LaFrance- Linden discusses the chal

lenges faced in creating the debugger 
and describes useful techniques and 
concepts, such as logical entities, that 
can be generally applied to debugger 
design. 

Readers interested in past issues 
of the]ouma/are invited to visit the 

jou.rna!Web site at http:/ /vvww. 
digital.com/info/dtj/. Our next 
issue will address such topics as opti
mization of NT executables on Alpha, 
a new graphics program, and VLM. 

A Special Issue on programming lan
guages and tools is being developed 
for publication in the fall ofl998. 

Jane C. Blake 
Managing Editor 



Foreword 

Richard Lary 
DIGITAL Storage Technical Director 

Welcome to the winter 1997-98 issue 
of the Digital Technicaljoumal. This 

issue does not have a single theme; 

it contains a potpourri of papers on 

a wide range of technical topics. This 

provides the toreword writer with a 

small gift and a not-so-smaiJ headache. 

The gift is the opportunity to tout 

the continuing fecundity of DIGITAL's 

engineering community. All the 

papers in this issue of the journal 
come from product development 

groups in DIGITAL, and all the tech

nology described herein is directly 
applicable to the problems of using 

computers in the real world. The 

papers themselves cover a wide range 

of topics: designing storage buses 

and their infrastructure; buiJding tP 

routers that reduce network delays 

caused by link or router failure; sharing 
3-D graphical and audio data across 

networks of computers with different 

windowing systems; and debugging 

programs written in languages tJ1at 

incorporate data parallelism. 

The headache, of course, stems 

from this very diversity. Any attempt 
to derive some set of common under

lying principles other than "make 

better stuff" from this collection is 

doomed to sophistry. And my techni
cal background is too narrow to pro

vide any significant embellishment to 
any of the papers outside the domain 
of storage systems. So, with apologies 

to the otJ1er autJ1ors, I am forced to 

restrict my comments to what I know 

-tJ1e background and impact of Bill 

Ham's work on advances in parallel 

SCSI which are presented in his paper 
in this journal. 

Bill Ham's paper not only describes 
a significant technical achievement; it 

illustrates DIGITAL's shift from engi-

neering proptietary storage systems 

to engineering open storage systems. 

The SCSI bus was developed dur

ing the early 1980s as one of many 

attempts to standarcLze the interface 

to storage devices. It succeeded beyond 

me expectations of its developers, 

largely because it supported a device 

model tJut was abstract enough to be 

extensible but inexpensive enough to 

be implemented in the technology of 

tJ1e time. For all its advantages, how

ever, SCSI suffered from poor engi

neering at the physical level. This was 
a direct result of the way it was devel

oped. The diverse corporate repre

sentatives that defined SCSI did not 

have the time or money to specif)' and 

build cuswm bus infi·astructure com

ponents (transceivers, cables, termi
nators, etc.), so they used commonJy 

available parts. A lack of sophistica

tion in specifYing physicaJ interface 

parameters resulted in a specification 

tJ1at aJiowed too much component 

variation. As a result, it was difficult 

to build reliable, multi-box systems 

using SCSI. 

DIGITAL's attitude towards SCSI 

during this period was to ignore it 

and hope it would go away. We had 

designed our own proprietary DigitaJ 

Storage Architecture ( DSA), which 

utilized an abstract and extensible 
device model and also incorporated 

m<my large system fearmes, including 

a robust physical interconnect. We 

controlled the design and manufac

ture of all DSA components and 

could thus guarantee that they all 

met tight architectural specifications. 
Moreover, DSA was a key enabling 

technology for VMS Clusters, the 

individual DSA components were 

competitive wirh their counterparts 
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t!·om rhc proprier:trv sror:tge architec
tures oforher brge SI'Stcms compa
nies, our customers wnc hap lw, �111d 

the storage business was prollt:tble. 
We were reeling quire pleased with 
ourselw -and we were prot{JLmdlv 
ignorant ofrhe power of:t successful 
open marker sr:mchrd, since one had 
never existed in the sror:tge world. 

During the l�mer lulfofthe 1980s, 
SCSI grew steadily in popubriry until 
ir domin:trcd rhc workst:trion and 
small-server nurkcrs. These svstcms 
had at most�� kw disk drives on 
them, and SCSI's signal integrity 

problems were mJ.nage:�ble in th:tr 
context. Thev II'CIT nor m;1nageabk 
in rhc larger and more demanding 
data center SI'Stems, and so SCSI 11·as 
nor used there. The SCSI standards 
group ,,·:-�s ;111·are ofrhe bus's deficien

cies, holl'cvcr, :tnd as the decade pro

gressed, the group made amendments 
ro the srand;Hd ro elimin�ue man1· o f 

them. Bv the turn ofrhe decade, sc1 -
er::d independent subsystem n:ndors 
were selling subsystems utilizing SC:Sl 
de1·ices ;1S storage t(lr large J)!C!TAL 

svsrcms. These subsystems did not, 
in general, h�11·e the te:Jtures, pert{Jr-
11Jancc, or robustness of our su bws
rerns, bur they were signillc:�nrlv 
cheaper and improving �11! the rime. 

By 1991, ir had become obvious ro 

us rh:tr we would nor be able to com
perc with these systems in rhe long 
run. They were leveraging an entire 

indusrrv's investment and talent :md 
were reaping rhe cost hcndirs of 
high-volume manubcnn·ing; whereas 
we had to design and nunuhcrurc (�1r 
rclarivclv low volume) cverv component 
of even· DSA svsrcm oursell'l:s. 

Our position ll'as untenable. vVe had 
to ch:�.ngc our strategv and embrace the 

bus rlut ,,.c had so srudiousil' ignored. 

We designed a modular packaging 
:�rchirecture tor SCSI de�·ices (known 
wmmerciallv as Storage Works) �md 
:1 ser of storage arrav conu·ollcrs thar 
inrcrbccd these de1'ices to our svs
tcms (and systems t!·om or her major 
vendors as well). We :�lso became 
active participants in rhe SCSI stan

(brds process. Where DIC!TAL h�1d 
prn·iouslv sent one or rwo engineers 

to SCSI standards meetings snicrly to 

gather inh:.>rnution, we starred ro send 

up to halfa-dozcn engineers to listen, 
learn, p:1rticipare in de bare, help 
11·ith the grunt II'Ork of rhe st�lJl(h·ds 

process, and make propos:ds ro amend 
or extend the st:mdard in direcrions 

usdi!l ro us :md our customers. 
Our nell' modular pacbging 

design alloll'cd our customers ro 

i nsr:1ll and remo1·e storage de1·iccs 
rhcmsch·es and ro mig1·�ue sror�1gc 
dc1·ices ben1·een S\'Stems, e, ·en 
bct\\'Ccn s1·srems built bv different 

wstcm 1·endors. This modularity 
pro1·ed to be a ,·en· l'aluable te:trure 
ro our customers. Ho11·e,,er, ir 

required us to build a plll'sic.ll infra
structure for the SCSI bus rh:tt had 
rbe robustness needed Lw our Lnge 

svsrcms and that could accommodate 
a great de�11 oh-ariabilirv in contigur:�
rion, and to use a bus rhar was known 
ro have residual sign�11 inregriry prob
lems in its physical interconnect. vVc 

ll'ere undcrstandablv ll'orricd about 
this, worried enough to charter :t 
small group of engineers as �l SCSI 

Bus Technical Office (SBTO) within 
tht: sror:tge group, and to dt:1·elop 
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shon-rcrm conllgurarion guidelines 
tor our packaging �1rchitecture and 
long-term technical proposJis tor rhe 
SCSI plll'sic:ll bus architecture. Bill 

Bam has been the head ofSBTO 
since irs inception :md has also been 
our rcprcscnt:trivc to rhc SCSI corn
mince on :1ll matters relating ro the 
physical bus interconnect. 

In the summer of l993, Bill com
pleted �1 study ofrhc signJ.I integrity 

issues surrounding par:tllcl SCSI. His 
conclusions were startling. The SCSI 
standards commirrcc lud, over the 

\'ears, made enough improvements in 
the b�1sic rr�1nsrnission line char:tcreris

rics ofrhc SCSI bus rhar mosr of rhe 
remaining signal integritY problems 
,,.c,-c due ro rhc 1·�1riarions in compo
IKnt parameters J.llm\'\:d b1· rhc SCSI 
specillurion. Exercising righter con

trol m-er componcnr l':lriarion-
rhmugh building selected compo

nents or through purch:tsc specillc:t

rions ,,·irh our supplicrs-ll'ould nor 
onh· produce excellent signal integrin· 
in our packaging bur II'Ould all011' the 

maximum dock r:�rc of rhc bus ro be 
doubled ll'hile m�1int:�ining excellent 
signal inrcgrit\' and b;1Ckll'ards com
p�uibilin· with existing SCSI de�·iccs. 
Bill's results also indiutcd rhar the 
maximum clock r:1te could be incrc:1scd 

CI'Cil further, wirh more 1\'0rk, 
Tbis discovcrv c�1n1e ar a criric1l 

rime in rhc evolution of the SCSI 
sr�md:t rd. 1\!luch o f rhc SCSI stambrd 
com mince's cH(Jrt in the c:-trly p�1rt of 

the 1990s was being spent in modif\1-
ing rhc SCSI sr:�ndard so rhar serial 
buses could cu-rv rhe higher lcvd 

SCSI bus protocols. The committee 
had sr:�ned this ll'ork under rhe 



assumption rhar parallel SCSI was 
"our of gas" in pertormance, and 
the new serial bus variants would 
supplant it by mid-decade. However, 
by 1993 not only was the definition 
and implementation of the serial bus 

going slower than expected, but there 
were rlu·ee independent and incom

patible serial bus proposals, each with 
unique useful features and unique 
drawbacks, each with a cadre of sup
porters among the industry represen
tatives. The marker would ultimately 
choose which serial buses would 
thrive; bur it was highly unlikely that 
all three would thrive. Storage ven
dors that made the wrong bus choice 
would suffer for it. Most gaJJing to 
the technophiles among us, the mar
ket's choice could not be predicted 

from the technical merits of the con
tenders. I f it could, we'd all have 
Betamax VCRs in our homes today. 

So, DIGITAL decided to have Bill 
present his results to the SCSI com
mittee at its November 1993 meeting 

and recommend that the committee 
extend the SCSI specification to allow 
the bus to run at up to twice its old 

maximum clock rate if the components 
in the physical interconnect met the 
tighter specifications. Our motive in 
doing this was purely selfish: we were 
not ready to choose among the serial 
bus proposals, yet we would soon 
need more performance than parallel 
SCSI could offer. A higher perfor
mance parallel SCSI would allow us 
to improve our storage subsystem 

performance without having to stake 
our fortunes on a potential Beta max . 

Bill's presentation at tbe SCSI 
committee meeting was met with 
enthusiastic approvaJ. It turned out
surprise!-that other system vendors 
were tee ling as uneasy as we were 
about the serial SCSI buses. The pro

posal, christened UltraSCSI, was 
adopted as an extension to the parallel 
SCSI standard. Bill Ham and the 
SBTO then worked with component 
vendors and the SCSI committee to 
develop the thinner cables, smaller 
connectors, and SCSI expander cir
cuits described in his paper, all with 

the aim of keeping parallel SCSI as a 
desirable alternative to the serial SCSI 
buses. Today, tour years after its com-

mittee debut, UltraSCSI is solidly 
entrenched in the storage market. In 
fact, storage market anaJysrs are now 
projecting that the combined volume 
of devices on all serial SCSI buses 
(yes, there are still three, but the 

market has already picked one, Fibre 
Channel, as the winner) will nor 

exceed parallel SCSI device volumes 

until early in the next century. And 

the SCSI committee has finished 
extending the paraJlel SCSI specifi
cation to achieve a second doubling 
of maximum bus clock and is in the 
midst of defining a third doubling. 

Without hyperbole it can be said 
that the technology embodied in Bill 
Ham's paper has directly affected the 
course of the computer storage indus
try, and it continues to affect posi
tively DIGITAL's position in that 

industry. Enjoy reading the paper 
and those that follow it in this issue. 

Digiral Technical Journal Vol. 9 No.3 1 997 5 
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Recent Advances in Basic 
Physical Technology for 
Parallel SCSI: UltraSCSI, 
Expanders, Interconnect, 
and Hot Plugging 

DIGITAL uses SCSI techno logy in most of its 

storage prod ucts and conseq uently has led 

major standards and industry bodies to im prove 

the technology in the following areas: increased 

synchronous data phase speed beyond fast SCSI; 

longer, more complex electrical confi gurations 

by means of expander circuits; versati l e  and 

more manageable con n ectivity th rough a 

smal ler, improved physical intercon nect; and 

dynam ic d evice i nsertion and removal. Data 

phase transmission rate exte nsion is ac hi eved 

through understand i ng and control l ing si l icon 

chip timing and transmission media parameters. 

Using expander devices to confine transm ission 

line effects to shorter segments al lows large 

i ncreases i n  the maxi m u m  distance between 

devices and in the device popu lation withi n  the 

same SCSI domain. Expanders enable complex, 

hubl ike configurations to be created without 

chang ing existi ng SCSI devices or software. 

The use of 0.8-mi l l imeter connector tech nology 

and consideration of cable losses has reduced 

the physical size of the external shielded inter

con nect by approximately two thirds, decreased 

the number of parts required to support com

plex confi g u rati ons by a factor of 10, and 

i ncreased the i nterco nn ect density to the same 

l evel used in serial SCSI. F inally, the mating and 

demati ng events that occur d u ring device inser

tion and removal produce a spectrum of small, 

undetectable, electrical d istu rbances on the 

active bus that appear to be l i m ited by the 

physics of the media and device capacitance. 
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"VtiJiam E. Ham 

Introduction 

Paral lel SmaJJ Computer System Interface (SCSI) is the 
workhorse technology tor most of the storage applica
tions in DIGITAL products today. This device and 
interconnect technology spans all system offerings 
fi-om the simplest to the most complex. SCSI was intro
duced to the higher-end products in the early 1990s as 
the open systems follow-on to the DIGITAL propri
etary Digital Storage System Interconnect ( DSSl) and 
Computer Interconnect (CI) technologies. 

As system demands have increased, SCSI has evolved 
to meet the needs. DIGITAL has made considerable 
contributions to the technology and led the effort to 
achieve industry standardization. This paper detai l s  the 
most significant developments in the physical features 
of parallel SCSI technology over the last several years 
th:1.t have allowed it to continue to serve DIGITAL cus
tomers in an eHective, competitive way. The discussion 
targets the following four important areas: 

l. Speed increases in the synchronous data phase, 
which resulted in the ANSI definition of UltraSCSI 
(Fast-20 SCSI) technology! 

2. Development of software-invisible circuits, gener
ally called expanders, that enable segmentation of 
SCSI domains i nto easily managed pieces 

3. New connector and cable technology, namely the 
Very High Density Cabled Interconnect (VHDCJ) 
device, that decreases the interconnect size and 
complexity by many told2 

4. Dynamic removal and replacement of devices on an 
:.�ctive bus, which is referred to as hot p lugging 

DIGITAL mad e su bstantial contributions in the 
four areas. This work included creating the expander 
and interconnect standards projects; leading the work
ing groups that defined the Fast-20, expander, and 
interconnect standards; providi n g  data for the Fast-20 
and hot-plugging projects; and proposing and gaining 
approval for the hot-plugging standard. 

The author has taken a phenomenological approach 
throughout, because in most cases there are too many 
unknowns to achieve a rigorous analytical result. This 



paper focuses on developments from SCSI-2  through 
UltraSCSI and speci fically does not address the new 
Low VoltJge Difterenrial ( LVD) technology being 
introduced tor the highest-speed appl ications.  

Pedigree 

SCSI is defined in  several ANSI srandards13' and in  the 
material that was developed to create these standards.5 " 
The standards were generated over the last decade 
through a cooperative effort oL:�pproximately 60 major 
companies in the computer and computer  support 
industry. As a resu lt of this pedigree, d1e prime directive 
for SCSI technolot,•y is i nteroperability of devices 
designed and manufactured by different companies. 

The detai ls of the physical designs used to implement 
SCSI may not be visib le  to users and researchers; these 
details contain much of the marketing and technical 
d ifferentiation between the prod ucts of the participat
ing companies and are therefore hidden in the sil icon 
design . The behavior at the device connector pervades 
the SCSI specifications. The basic assumption is that as 
long as the properties arc compati ble at these connec
tors, device substitution is possible . Thus, SCSI devices 
may be both i nteroperable and of different designs. 

Basic Architecture 

This section reviews the basic architectu re of para l le l  
SCS I .  The SCSI bus is �l paral le l ,  mu l tidrop, wired- OR 
con figuration.  

Signal Multi plexing and Phases The paral le l  signal 
construction of the bus a l lows m u ltip lex ing of  some 
signals during different phases of communication so 
that the same signal l ines mav have \'Crv d i fferent func
tions in  d ifferent phases. The physical behavior of sig
nals is usu a l lv l im ited bv the phase during which the 
shortest pu lses are used and the demands tor signal 
i ntegrity are the highest. The l im i ting SCSI phase is 
the data phase ( pavload phase ) that is  executed with 
the highest synchronous rate. For UltraSCSI ,  this peak 

Table 1 
Termino logy for Data Phase Speeds 

Data Phase Speed Name 

Asynch ronous 
S low (synchronous) 
Fast (synchronous) 
Ultra (synchronous)2 
U ltra2 (synch ronous)l 
U ltra3 (synch ronous)' 

Maximum Transfer 
Rate (Million 
transfers/second)' 

Unspecified 
5 

1 0  
20 
40 

80 to 1 00 

repetition rate is 20 mega he rtz ( M Hz ) .  Table l con
tains the genera l ly accepted termino logy rel ated to 
data phase speeds. 

Because of the wired-OR property, each signal in 
t he bus m ust be driven to a known state even i f  no 
SCSI device is acmal ly d riving the sign: d .  SCSI uses the 
logical 0 state ( negated state ) as the undri\·en state and 
uses d1e bus term inators to d rive the signal to this state 
in the absence of any driving devices. The device signal 
d rivers must overcome this terminator-driven logic 
state of 0 in  order to send a l ogical l ( asserted state ) 
onto the signal l ine .  

SCSI  signals must support al l  frequencies, ti·om stat
ical ly dtiven by the terminators onlv ( DC )  to the third 
harmonic of the fastest signal edge in the synchronous 
data phase . I n  many cases, the same wire must support 
all these frequencies at d i fferent times d ur ing the SCSI 
protocol .  

The highest signal edge slew rates tor U l traSCSI 
are approximately 500 mi l l ivolts per nanosecond 
( mV /ns ) .  A 2 -volt (V)  transi tion requ i res approxi
mately 4 ns/5 .4  ns/meter ( m )  = 0 .74 m tor a signal 
edge ( assuming 5 .4 ns/m as the propagation ve locity 
of the signal edge ) .  Therefore, some rel ief ex ists 
because the connectors and cable assem bly termina
t ions are much smal ler than the signal edge length ; the 

connectors and terminations do not need to have care

fully controlled characteristic impedance properties. 
This al lows the use of the technology avai lable in  the 
connector and cable assemb lv  i ndustry to opti mize 
the interconnect properties without the considerable 
d esign , manufacturing, and test burden imposed by 
controlled impedance requirements .  

Transmission Modes The transmission mode or· a 
SCSI bus is determined by the properties of d1e 
terminators that, by definition, constitute the ends of 
the bus. Terminators also supply most of the energy 
required to operate the single-ended transmission-mode 
devices and additionally provide the required matching 

Maximum Byte 
Rate (Narrow) 
(Mega bytes/ second) 

Typically - 3 
s 

1 0  
20 
40 

80 to 1 00 

Maximum Byte 
Rate (Wide) 
( Megabytes/second) 

Typica l ly - 6 
1 0  
20 
40 
80 

1 60 to 200 

' O ne transfer is 1 byte in na rrow mode and 2 bytes i n  wide mode; 1 byte equals 8 data bits plus 1 parity bit.  
2U ltra is synonymous with U ltra 1 and Fast-20. 
3U ltra2 is synonymous with Fast-40. 
'Rates not yet f ina l ized; U ltra3 is synonymous with Fast-80 or Fast- 1 00. 
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to the c haracteristic impedance ofrhe tr:msm ission l in e .  
I n  d i fferentia l SCSI , the term i nators prm ·id c  �1 sma l l  
portion of the mnJ I I  encrf:,'l' req u i red ro opc rnc the 
bus; the d i ftercntiJI  drivers su ppk the rcm�1i ndcr of 
the energy. 

Drivers that wan t  to rr:t n s m i t  an  asserted state 
m ust overcome the bias i n g  pro,· ided L)\' th e ter m i n a 
tors. The d ri\Trs operate loc1 i h· on the b u s  �md :1 l ter  
t he stare i n  the i r  i m mediate , · ic i n i ry \\·hen the\' S \ \  i tc h 
on <1 nd off. For s ing le -e nded SCSI, the 0 stare i s  
approx i m:1te l y  2 . 5  V a nd the I stJte i s  <1ppro x i m a re h· 
0 . 5  V. For h i gh - ,·oltage d i fterc mial  SCS I ,  the 0 state 
is appro x i mately -1 V ro -2 V, :t n d rhc 1 state i s  
appro x i mately 2 V. ( The d i rk rc ncc bc t\n: c n  <1 state 
1 and a state 0 i s  h igher with d i ff'cre ntia l-typica l l y, 
ap proxi mate!\ •  4 V. ) 

For s ingle-en d ed transmissions, the d ri\us operate 
on energy p reviouslv stored in the bus b\ · the tnmina
tors. This energy is most ly e l ectrostatic cncrg\' in the 
charge stored in the capacitance ofthe trans1uission line 
ror negated States :md e JectrOm<1gnetic CJ1Crf';\' i n  the 
c u rrent flo\\'i ng th rough the i n d uctance of th e trans
mission l ine tor asserted states . Ultimately, the te rmina
tors will set the state back to negated J rtc r the d rivers 
cc1sc to source or s ink  cu rrent; ho\\'cver, this onlv hap

pens attcr the round - tri p prop:tgation d c l:l\ '  ti·om the 
d ri \·cr to the brrhcst termi nator if the bus d ocs n ot 
ha\·c matched characteiistic i mpedance propnrics . 

Approxi mate l y  the same energy transt(mnations 
occu r  tor d ifferen tia l SCSI,  but  s igni rie1n r  current is 
s u pp l ied bv the d rivers for both the asserted and the 
ncg::tted states .  

Multidrop Requirements The m u l ti d rop :t rch i tccturc 
req u i res a comi nu ous lo\1 '- rcsistance p:tth Cl i lcd the 
bus path bet\\'ecn the ter m i nators and �1 I I m' s d c1·iccs 
to be attac hed to th is path .  The n u m ber <1 nd proper
tics of these artJchcd de\·iccs varv \l'idc lv  because of . . 

many factors inc luding the speed of opcr<1tion , the 
overa l l  l ength of the bus, and the transmission mod e .  
Att<1c hcd dc\·ices �1 1 \,·a,·s d isturb t h e  tL1nsm ission l i ne 
properties of rhc bus pat h ;  the kc\' to su ccessfu l  opera
tion is in the management of the m agnitude of t hese 
d istu rbances . 

General ly, the more capaci t�mcc or e lccn·i c1 l le ngth 
the d C\·ice has,  the rnore disru pri,·c it is . PLlcin g- d C\·i ccs 
roo close together along the bus path c1n cause them 
to appear elecrric11 ly as a single super d isru ptive d evice . 
Pbcing them roo r�u· apart c1n rcs L i i t  i n  an m crall bus 
length that i s  too long. 

Wired-OR Glitches During the arbi n·,lt ion p hase, 
when the SCSI d evices decide \\'h i c h  devices \\' i l l  be 
send i ng pavload d ata to or rrom each oth er, m u l tiple 
d C\·iccs mav assert the same control l ine ( BSY ) at the 
s�1mc ti me . E;JCh dc,·ice that \\'isbcs to com m u nicate 
asserts both the BSY line and its respective d evice 
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idcnti fic1tion ( ! D )  l i n e .  A fter exam i n i ng t h e  asserted 
I D J i nes to determine \\'h ich dc\·ice has the highest I D, 
�1 1 1  but t h e  dn·ice \\'ith the h ighest ID re lease the BSY 

l i ne . This lc1\ CS onh one device , the \\' inner, asse rting 
the BSY l i n e .  While the c u rren t  in the BSY l ine is read 
j usti ng i tsc l f ri·om a m u l ri plc- d ri vcr asserted condi tion 

to a single-d ri\n asserted cond i tion, noise pu l ses ( ca l l ed 
'' i red -OR gl itches ) propagate throughout the length of 
the s ig11<1i l i ne md J11<1\' be detected col l ccti\·ely JS :tn 
e rroneous p hase. Thcrd()rc, one of the arch i tecrura l 
l i m its f()l' par<1 i l c l  SCSI is rhc time requ i red tor these 
,,·ired-OR gl i tches to settl e .  This bus settle ri me is set b,· 
protocol <1t 400 ns and must be i nterpreted <lS a rou n d 
tri p propagation time ,,·hen using a simp le SCSI bus .  
Allowing some time f(x propagation through d river :tnd 
rece iver ch ips viclds a maximum plwsical length tor �1 
s imple  bus of2 5  meters. 

Areas of Improvement 

Thus,  the opportu n i ties t(>r i mproving SCSI derive 
ri·o m  appropri <1tch' managi n g  the transm ission l i nes, 
t:tk ing Jlklll tagc of the m u l ti d rop :trch itccture oHcrcd 
l)\' o para I l e i  \\ i red -0 R structme, using statc-of-the-<1rt 
tech nology h-om the intercon nect and s i l i con i n d ustry, 
�u1d maki ng i n novative usc of the ti me req u i red for the 
,,·ire d - O R  gl i tc hes to sett l e .  These tec h n iq ues arc the 
b�1sis oft he de\ clopmcnt lw !)]  G lTAJ , in the rou r a reb 

�1dd resscd in th i s  paper. 
Speed incrcJscs in the synchronous cbta phase arc 

b:tsed pri m :trih· on i n crc1si ng the t iming prec is ion 
in the si l icon n·anscci\Trs h,· u si ng nc\\'cr si l icon tec h 
nolog,·. T h e  inte rcon nect properties rem <1 i n  l argch' 
u nc h ;mgcd ti·om those used ror fast SCSI .  

Circuits rlut e n able segm e ntati on of SCSI domJins 
1 11 to easi lv  m �1 11aged p i eces are based o n  svste matic 
isolation of tLU1smission l ine properties and usc of 
\\·i red - O R  noise p u l se properties . No sort\\'are, i n ter
connect, or dev ice ch anges needed to usc these circuits .  

New con nector and c:t b l c  tcc hno l of:,'l' is based on 
<1 n i n no,·,ni,·c 0 . 8 - m i l l i mctc r ( m m )  ri hhon-st\' lc con 
I1ccror tcc lmolog\· that optim izes the toLll SCSI clcc
tric1 1 req u i rements \\' ith the capab i l i ties of cable a n d  
con nector design . 

Dvna m ic removal and rcpbcemcnt  of devices on an 
:tcti,·e bus,  i . e . ,  hot pluggi ng, is based on the m u l ti d rop 
a rc h itecture, '' h i ch ena b les d evices to be ;1dded or 
rep laced ,,· irhout affecti n g  continu it�· bet\,·cen other 
d e,·ices. H or  �) l u ggi n g  depends on u n d crstJnd ing and 
ll1<1 nagi ng the c lectric1l d isturbances created d uring 
the insertion or t'Cll10\'�1 1 .  

The rc m .1 indcr  o f  this p.1pcr pro\·i dcs d etai ls o f  these 
t(>ur arc:ts or' i mproveme nt .  The end res u l t  of these 
extensions to the basic phvsical arch i tecture of para l l e l  
SCSI  i s  �1 m:tjor i ncrease i n  i ts capa b i l it ies , accom pa 

n ied b\· onh' J ,·en· m i nor d isturbance to the i nsta l led 
base , especia l ! \ · the sofu,·arc . 



I ncreasing the Synchronous Data Phase Speed 

Beginn ing with the SCS I - 2  standard , the synchronous 
transmission mode is avai lable for transferring payload 
data between SCSI devices. The d evices select this 
mode by m u tu al agreement before any synchronous 
data is passed . The agreement is achieved by using the 
asynchronous transmission mode, which is  s low but 
usualh' rel iable .  

The synchronous d ata p h ase uses the DATA and 
PARIIT bit l ines for the data and either the REQ or 
the ACI<. control l in e  as a signal that the receiver uses 
fc>r captu rin g  the data. The term synchronous derives 
fi·om a specified ti ming relations h i p  between the bit  
l i ne signal edges and the REQ or ACK signal  edges. 
(The ra i l i ng edge of the ACK signa l  is used when the 
data phase transmission originates from the SCSI i n i 
ti::Jtor, a n d  the fal l ing edge of t h e  REQ signal  is used 
when the transmission origi nates fro m  the target . )  
There is  no synchronous relationship between the 
internal timing references on d ifferent SCSI devices, so 
the receiver must bufrer the received data before intro
ducing the data into its i n ternal data management 
structure .  Th is b u fferi ng is usua l l y  accom plished by 
me<ms of a fi rst in nrst out ( FI F O )  ci rcuit  that uses the 
R.EQ or the ACK signal as the latch ing signal for the 
i ncoming data. For convenience, i n  this paper we only 
refer to the ACK signa l ,  with the und ersta n d i ng that 
the same d iscussion applies to the REQ s ignal  when i t  
is used as  the data-latching signal . 

Si nce only the fal l ing edge of the ACK signal is used 
in the presently specified SCSI versions and an A C K  sig
nal is req uired for every data transfer, it  fol lows that the 
ACK signa l cycles at least twice <1S last as the data bits. 
When a conti nuous stream of transfers is  transm itted , 
rhe ACK signal is a regular ly  repeating signal , nomi
nal ly, a square wave . An a lternati ng 1 /0 pattern pro
d u ces the h ighest fim damental freq ue ncy tor the d ata 
bits at half  the frequency of the ACK signal. Therefore, 
the ACK signal requ i res carefu l  attention since it is the 
most demanding on the transmission process. 

The focus of this section is  to examine h ow the 
speed of rhe synch ronous data phase was increased by 
a factor of rwo to achieve the Fast-20 ( UitraSCS I )  
spccincation.  

Status before UltraSCS/ 

I n  1 9 9 3 ,  the SCSI - 2  stand ard' had been i n  p lace 
rex t\VO years, and a fol low-on standard called SCSI - 3  
Para l le l  I nterface ( S P I )' was tec h n ical ly stable. S P I  had 
been created largelv because the speci ncations in the 
SCS J -2 standard were not effective i n  implementing 
the single-ended \'ersion of the svnchronous transmis
sion ( 1 0  megatranskrs per secon d ) .  The d i fferential 
version specined i n  SCS I - 2  worked wel l but was much 
more ex pensive i n  cost, power, and space than the 

si ngle-ended version.  Therefore ,  m ost of the i n terest 
was i n  m a king the fast single-ended version work 
adequately. 

Taking single-ended SCSI from asynchronous and 
slow synchronous ( 5 megatranskrs per second ) to the 
fast synchronous technology was difncu lt .  The prevai l 
ing opinion was that the SPI standard represented 
the final improvement to paraJJe l  SCSI . This view 
set the stage tor a n u m ber of alternate physical techno
logies based on the serial point-to-point transmission 
schemes used in commu nications technologies, e .g . ,  
Fi ber Distri buted Data Interface (FDDI ) and Ethernet, 
to be used for higher-performance storage appl ications. 

DIGITAL's S torage Bus Technical  O ffice had seen 
many instances of d i fncu l t  i m plementations that were 
the resu l t  of  l ess-than -opti mal u n derst:md ing and 
management of the specincation margi ns. No credible 
study had been presented on the margi ns ava i l a b le in 
SCS I ,  so the thrust was to create basel ine characteris
tics of m u l tid rop para l le l  SCSI to d etermine where 
u nused margi n might exist.  

Little d ata was ava i lable on tl1e precise reasons why 
specific implementations of fast synch ronous SCSI d id  
not work. The system would hang or  report various 
error messages with a l most no indication of the basic 
causes. A method that cou ld report margi n to fa i l u re 
and mechanism of f�1 i l ure was needed to u nra\'el this 
situation.  Therefore, the approach D I GITAL took was 
to step back fi·om fu l l  SCSI i mplementations and to 
exa m i ne the pieces withou t the encum brance of the 
SCSI protocol . 

One of t h e  most mysterious areas was the behavior 
of SCSI receivers. The SCS I-2 and SPI speci ncations 
used bipolar transistor-transistor logic ( TTL) leve ls  as 
the basic receiver input  l evels. Almost al l  SCSI devices 
were being designed with complemen tary metal -oxide 
semiconductor ( CMOS) technology, so the d i ffer
ences between the receiver properties presented a key 
oppornmiry tor h idden margin .  O ther u n known areas 
were j i tter, cross ta l k, s kew, grou n d  offSet, effects of 
stubs, and worst-case configurations .  

D I G ITAL bui l t  a special test environ ment t o  sys
tematica l ly  examine each piece of p a ral le l  SCS I .  The 
e nvironment was named the PBDIT, an acronym for 
para l le l  bus data integrity tester. This test environment 
made i t  possi ble to systematica l ly examine the real 
margins to fai lure for the key pieces and to develop rJ1e 
confidence that SCSI could be used at elevated speeds 
and be made highly robust at the slower speeds. 

Special Test Environment 

The test environment was b u i l t  to a l low known data 
patterns to be transm itted across a SCSI dn'ice, i n to 
SCSI transm ission media,  and then i nt o  another SCSI 
device.  The same data pattern is loaded into both sides 
so the receiver knows e xactly what data i t  is su pposed 
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to rccci 1 ·c .  The transm itt i ng  s ide is c1 l lcd the nc i ter, 

Jnd the recei1·i ng  side is u l lcd the comp :trJtor. 
Recei1·ed d ata is comm itted to the compar:ttor bv 
using one b it  l ine as the l :ttch ing ACK. signal i n  a m a n 
n c r  exactlv l ike that specified i n  svnchronous SCSI 

trJI1sm issions . The test enviro n ment  a l lm1·s the pos i 
t ion of the  A C K  s igna l to be adjusted ll' ith respect to 
the data signa l edges. 

Since the comparator knows the dJta p�1ttcrn that is 
transmi tted , it is possi ble ro isoLnc the prec ise data b it  
that caused tile transmission error. This  kind of error
d i rected mcthodologv has found 11 idcsprud use i n  
t h e  i n tegrated circu i t  i nd ustn·. 

Other features of this test cn1 i ronment inc lude  
detachab le load boards thJt cont:t in  the SCSI d ri 1ns, 
terminators, receivers, con nectors, or <1 l ll '  other p lws i 
c:t l  mcd i ;1 -dependent components .  The m inim u m  
req u i rements for a load board <1 1'C th;1 t  rhc exci ter con
tai n  rhe SCSI d river and a connector and tlut the com
parator contain the SCSI reccil'cr :l11d a connector. 
Other components  may be p laced betll'ecn rhc load 
boards tor d i fferent test cond i tions . The SCS I d river 
must  have accessib le  po i nts t()r rhe exc i ter  logic ,  and 
s imi larly, the SCSI rece iver must have output poi n ts to 
d ri 1 ·c the comparator. These rcq u i 1·en1c 1 1 tS c l im in:tte 
dri vers and receivers that JIT i m bedded ll' i th in  ch ips 
ll' i t h  other functions. Forr u natc l l·, sep<lLltc SCSI d r i 
l crs arc :11 a i l able tor both si ngle-ended and d i fkrcmial  
1 ·ers ions .  (The d i fferentia l Yersions nor l 1 1 <1 1 i l '  usc sepa 
rate c h ips , but onll' a fell' choices <l iT p rcscntll ·  '" <l i l 
ablc for t h e  separate s ing le -ended 1crsions . )  

The rest environment is usefu l  r(>r  dc,·cJoping; the 
understand i ng of operati ng mcch:tnisms .md f( >r mel
s u ring the margins for spcc i flc hardware conflgurarions .  
This environment is not usdi.d f( >r deriving spcciflca
tions, s ince the perf<)rmance Jt the spcc iflcd i n tcrhces, 
i . e . ,  the device connectors, is  not d irectly obscn·able .  

EXCITER BOARD 

SCSI 
I NTERCONN ECT 
SYSTEM \ 

ACK TIMING 
REFERENCE 

Osc i l loscope mc<1Su l-cment s  p rovide the basis for setting 
comp l i ance spcc i ticuions , s ince these measurements 
can lx pcrt(mned at the connectors . The basic question 
that needed :1 11 ans11 er ll'as, Can paral l el SCSI be oper
ated at  cb·atcd speeds  with reasonable margi n to bi l 
ure> D ! C ITA L opti m ized the special test em·i ronrncnr 
to J nswcr this q uestion .  Other speciflcations that would  
be  necess;1rv to ensure imeroperab le operation between 
UltraSCS! devices could be de1ived if it appeared possi
ble to achieve the end resu lt .  

The dat<l pattern load ing and digital control of the 
exciter and the comparator were ach ie1·ed through opti 
C•< I Iv coup led mcJns. This a l lowed the ground offset I Oi t
age to be adjusted between the dril'er and the recci1·cr 
11·irhour compromising the operation of the logic. 

The Lhta tloll's on ll' from the exc i ter to rhc 
compal·;nor. If b id i rect iona l  i nformation is  desired,  
the p ll l's ic1 l  con 11Lcrions betwee n  the exc iter  : 1 11d 
comparator h ;11 ·c ro be re1·erse d .  This  scherY'ie lc :wcs 
untested rhc cross-ta l k dlccts on the REQ s igna l that 
is  traveling i n  rhc oppos i te direction to the ACI<. s igm l 
( i f  AC:K is svncbroni;,ed with the data as in a write 
opcr.ninn ). Separate measu remen ts arc necessary to 
examine this i ssue .  Cross ta l k  i n to other control l i nes is 
;lcid rcsscd b1· h o ld ing these l ines constant i n  the d :tta 
pattern transmitted . 

The SCSI standard deals ll'itb the REQ cross-ta lk  
i s sue  b1 ·  req u i ri ng  that  the  data li nes be p lwsica l lv  scp
Jratcd from the IU:Q and ACK l i nes in tile transmis
s ion mcd i;1 .  1vlc<surcmcnts not reported i n  this paper 
ha1 e confl rmed negl igible speed-rel ated cross ta l k  i n to 
the REQ l i n e .  

U p  t o  2 7  p�1 i 1·s of 3 -bvtc- ll' id e  l ines ( ll' idc SCSI uses 
onJv 1 8  p ;< irs tor h igh -speed transmiss ions)  on be 
rested ll'ith the spec ia l test env ironment .  Figure 1 is a 

ti.1 nction;1 l d i agram of rhe rest environment. The SCSI 

te rm inators a rc shown as separate from the load 

COMPUTER SYSTEM 

Figure 1 
Spcc i <t l  Test Em·ironmcm 
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boards in this case . A key feature ofrhis k ind of testing 
is that the test d oes not necessari ly stop when a n  error 
is detected . In fact,  the e nviron ment may detect errors 
1 00 percen t  of the t ime.  This acceptable behavior 
J l lows mapping of the complete b it -error response of 
the svste m .  

Sample Data from the Special Test Environment The 
test environment a l lows a m u l titude of tests to be per
formed . The test sc heme described i n  this section is 
the one that wJs used to establish the basic t iming 
margins ava i labk ti·om normal SCSI s i l icon, cables, 
connectors, and termi nators. 

A random repeating data pattern with 1 6  thousand 
different bit combinati ons was used as the basic data 
pattern .  This pattern was transmi tted over a period of 
ri me, and the nu m ber of errors detected was recorded . 
I n  this test, an error is defined as one or more bits in the 
recei\·ed data transkr that do not match the transmitted 
bit. To acquire a new error rate data point, the transmis
sion test is repeated by using exactly the same n u m ber of 
transfers in the same time period with the same data pat
tern but with some test parameter changed . 

Vi rtuaJ iy any parameter can be varied tor d i fferent 
tests. For a given plwsical configuration , the most use
fu l parameter for determi n ing the ti ming margin is the 
position of the ACK p ulse with respect to the data 
edges. T he basic d::tta then becomes tht n u m ber of 
errors detected and the position of the AC K pulse edge .  

There are two basic random variables operati ng in 
this scheme:  the datJ pattern and tbe j itter induced bv 
non- data-dependent sources. It is  easy to separate these 
two variables by using extremes in the data patte rn :  
vny tew transitions a n d  t h e  maxi m u m  n u m ber of tran
sitions ( every data edge bas  a transition ,  i . e . ,  a l ternating 
l /0 pattern ) .  Although this level of precision is ava i i 
Jble,  we wi l l  see that we reaJiy do not need to botl1er 
for paral le l  SCSI Jt the maxi m u m  Ul traSCSI rate. 

1 0,000,000,000 
( 1  OlO) 

(f) 
II 1 00,000,000 w lL ( 1 08) (f) 
z 
<>: 1 ,000,000 II ( 1 06) I-lL 0 1 0,000 
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m 
2 1 00 
::::l ( 1 02) z 

1 
( 1 0°) 

Figure 2 shows a typical error r:�te plot from a s im
p l e  single-ended configuration made from ord in ary 
SCSI i n tercon nect hardware and transceivers being 
tested at  the maximum UltraSCSI rate .  Each data 
point represents a 3 -second sample ( 60 m i l l ion trans
fers ) at  each ACK position.  The ACK position is incre
mented i n  0 . 1 - ns steps for a total of 240 i ndependent 
tests i n  the plot .  To min imize the testing time, we 
tested only  the time ranges from -3 to 9 ns and 44 to 
5 6  ns. The i nd ivid ua l data points are not d istingu ish
able i n  this presentation, and there is \'erv l i ttle scatter 
between neigh bori ng points. I n  Figure 2 ,  the error rate 
of l is used to i n d icate that no errors were detected , 
since the log o f O  is not easy to plot .  

Examination of the raw d ata revea ls that the p lot  is 
monotonic in detected error rate to the fou r th decinu l  
place. T h i s  ind icates an extremelv pred ictable situation 
as far as be havior of the same set of hardware is con
cerned.  That is ,  there is vi rtua l ly  no Gaussian j itter pre
sent, and a SCSI system cou l d  be designed to be quite 
rel iable and stable at the maxi mum Ul traSCS I rate . 

Exten d i ng the sample period to 5 minutes made no 
difference i n  the position of the key features. Using the 
3 -second sampl ing ti me, the entire data set cou ld  be 
acquired automatical lv i n  approxi mately 1 2  m i nutes. 

The onset of errors is  extremely sharp as the ACK 
position approaches the critical position .  O ne h u n d red 
picoseconds changes the observation from 0 to 864 
errors near tht 8 - ns position.  On the otl1er end, the 
5 0 . 1 - ns time produced 7 errors, and the 5 0 . 2 - ns time 
produced 425 errors . No errors were detected at anv 
of the times between 5 0 . 1 ns and 7.9 ns. This data 
shows that there are no strange etkcts that prevent 
SCSI from operati ng at the maximum UltraSCSI rate . 

As the ACK position proceeds i n to the region of 
more errors, a condition is fi na l ly  re:�ched i n  which all 
the transfers have errors. O n  the one han d ,  tl1e proba
bi l ity that one transfe r  has the same data content as i ts 
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neigh bor's i s  ver\' smai J  \\'i th rhis random d ata patte rn .  
On t h e  orher h a n d ,  s ince a random data pattern is 
being used , there is a reasonab le  chance that a bir w i l l  
actu a l l v  match thJt rransrni trcd i n  o n e  state but  n o r  i n  
t h e  other state . T h e  random dat�l pattern ten ds  to 
spread o u t  the ri m<.: between rhe first error and the last 
good transfer. In rhe l imit ,  ti.>r perfectlv random data, 
this time is a measure of the total ti ming imprecision in 
the system .  

This i mprecision indud<.:s skew in  rhe exciter and 
comparator boards,  in the SC:SJ d ri\ crs and recci\US, 
and in  rhe cable transmission media ( i nc luding lo�1ds ,  i f  
any), and a l l  forms ofjitter. For the test conditions shown 
i n  Figure 2 ,  the total difkrcnce is 3 . 6  ns near rhc 5 - ns 
point and 5 . 4  ns ne�1r the 52 - ns poi nt .  This shcm s that 
the skew specifications in rhe SCS I sondard arc C)\'er
specified as cornp:u·ed to actua l  hardware pcrrc>rm :mce . 

The d ata shown in Figure 2 is reprcsentati\'e of a 
large ,·ariety of configurations up to apprm: i m <1te l\ '  3 
meters long and loaded or up to m u c h  longer point
to-point lengths ( 2 0 meters or more [ sec Figure 6 1 ) .  
The error- free \\' i nd ow c�m b e  made to col l apse b\· 
ad d i n g  roo many load s or by using rhc wrong i m ped
ance cab le ,  i mp roper terminators, receivers with the 
\\·rong threshold ,·oltages , or other bus compon ent 
and con figuration paramete rs . Hown·cr, rbe dera i l s  of 
rhe actual hardware and configuration do not afkct 
the bJsic conclusion derived from figu re 2, nanlt'lv, 

that a great deal  of r iming margin is a,·ai labk �u rhe 
maximum UlrraSCSI rare when ordinary S CSJ h �mi 
ware is used . 

To put this into perspecti\ c, basic gigabit-per-second 
seria l  transm issions with apprO\ i m atc l�· twice the basic 
bandwidth of Ul traSCSI have bit ti mes of about l ns 
a nd r i mi ng margi ns of a k\\' h u nd r·cd picoseconds.  
UlrraSCSI has an efrecti\'e m�1rgin windo\\' ofJ k\\' tens 
of nanoseconds .  This represents two orders of rn�lgni
tud e  more margin ror the para l le l  SCSI appl iurion . 

1 0,000.000,000 
( 1 Q I O) 
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a: 1 00.000,000 w 
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The i n i tial errors usua l ly  originate from the same 
bit .  This  bit  is rhe one with rhe most u n favorable  tim
ing skew with respect to the ACK sign a l .  The cl iff is 
not per kctlv sharp because there i s  a 5 0  percent 
chance that the d ata transmi tted is  the same as that 
expected even u nder the error case and,  more impor
ranth•, because there is some leve l ofji rter p resent .  It is 
this j itter that sofTe ns the c l i tf Thus, the first errors 
detected happen when the skew of the weakest b it  
adds ro rhe tai l of the j i tter  d istri b u tion . Only a kw 
errors arc present  because on l y a small  part of the j i tter 
popu Lnion extends  far enough to trigger the error. 
SCSI systems wi l l experience virtu a l l y  no errors 
because of rbese mechanisms in service if one operates 
1 ns or more a\\'a\' ri-om an error c l i ff. 

Note th:n these res u l ts ti·om the special test en\'iron
ment al most a lwavs yield m argins h i gher than th ose 
calcu btcd ti-om a set o f i n teropera b i l i ry specifications .  
This is because the i nreroperabi l i ry specifications m u st 
:- tl low margi n for e:<ch piece , and the special  test cnvi
mnmenr reports t i le  integrated res u l t  from manv 
pieces i n  rhe complete SCSI con nectio n .  

H igher Speeds Th e main cfkct of fu rther i ncreasi ng 

the transkr rare <lbO\·e the m a xi m u m  U l traSCSI  rate 
in the s.1mc set of hardware is w change rhe t ime posi 
rion of the onset of nonzero <.:rror rates and to 11<1r-row 
the e rror- ti·ee region.  F igure 3 shows an example  or· 
d a ra ri·orn Fasr-40 transmissions u s i n g  separate h i g h 
,·oltage d i fk renti�1 1  transceivers on each b it .  (This data 
'''<lS acqui red by DIG ITAL's Storage 13 u s  Tec hnica l  
O ffice i n  1 994 . )  

The error - free ;:one h as r1J rro\\'ed to approximate�\ '  
1 5  ns, and the ri rne between fi rst error  and 100 per
cent errors bas wid ened on both sides,  but sti l l  no 
u n control led regions exist .  T his srronglv s u ggests 
rhat at least fasr-40 transfer is poss i bl e  with no major 
rechnologv changes i n  the i nterconnect.  

I 
\ 

\ 
I 
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Additional Tests Other tests that are useful  with the 
special test envi ronment are ground offset etTects, ter
minator power effects, correlation of time domain 
plots on the signals with error rate distributions, hot
plugging testing (which results in good error detec
tion) ,  and comparison of the impact of d ifferent cables 
and transceivers. Test results of this nature are not 
included in this paper because the impact of these vari
ations depends on many parameters and the resu lts 
may not be genera l ly applicable. 

Timing Specification Methodology 

With the increased emphasis on ti min g  precision for 
UltraSCSI technology, it was necessary to introduce 
better specifications for the measurement of timing 
parameters than those in the SCSI-2 and SPI stan
dards . Figure 4 shows the precise measurement points 
and features used for the specification of single-ended 
UltraSCSI signals. 

The effects of the finite slew rate on the signal edges 
are accounted for largely by specif)ring the voltage levels 
that coincide with the receiver input levels.  Thus, the 
setup time ends when the receiver is able to detect an 

REO or ACK 

1 .9 v 

asserted state at 1 . 3  V, and the asserted period begins 
when the asserted state has been detected. On the nega
tion side, the signal must rise to at least 1 .6 V before the 
receiver can detect a negated state, and a negated state 
must be detected i f  the input signal reaches 1.9 V. In the 
SCSI-2 and SPI standards, any point between 0 .8  V and 
2 .0 V could be used as the timing measurement. 

Sample Ultra SCSI Signals 

N umerous variations on  the details of the signals can 
be produced in  U ltraSCSI configurations. This section 
shows two types of signals as representative examples 
that validate UltraSCSI as viable under certain condi 
tions. The  first case explores a configuration that actu
ally exceeds the recommended specifications. This is a 
complex cabled environment wid1 a cluster of loads on 
one end and some d istributed loads on the other end .  
The second case shows the signals over a 25 -meter, 
single-ended point-to-point bus.  

Complex Load s  Figure 5 speciti.es a complex con 
fi guration and the s ingle -ended SCSI signals that 
resu l t  at various positions along the bus. The logic 

IV MAY BE 
1 .6 v ., DETECTED - ----------- ---- -------------- ----------------------- -�------------ -------- - ----- -

Figure 4 
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1 .0 v 

MAY BE i i ,�/(" DETECTED : : - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -1- - r - - - - - - - - - - - - - - - - - - - - - - - - - - -

i J SHALL BE i i i 
: , DETECTED : : : 

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - J_ - - - - - - - - - - - - - - - - _,_ -� - - - - - - - - - - - - - - - - - - - - - - - .L- --
I I 1 I 
I 1 1 1 
' ' ' 
' ' ' 

, I I 1 , 
I I I 1 I � SETUP ---.j � HOLD TIME � 
: i i.-ASSERTION _..; � NEGATION _____.; 

' i PERIOD i : PERIOD i 
I J o 1 

DATA BUS VALID 

Single-ended UltraSCSJ Ti ming Measu rements 

Digital Technical Journal Vol 9 No 3 1 997 13 



14  

s ign a l t h a t  is d riving tile SCS I d riH:r c h i p  is the 
first trace at the top;  i t  prm· i d cs <1 common t i m i n g  
reference fo r a l l  t h e  s ignals . T h e  ' '  c 1 kcst s i g n a l  i s  a t  
d c1·i cc pos iti o n  4,  j us t  after :1 rc i ;Hin: l l· l o n g  r u n  �Yi t h  
n o  l o a d s .  This s ignal  i s  below th e 1 - V l c 1  c l  h u t  h;1S <1 

ve rv slow asserti on s lew rate rh :1 t  causes  cons idcr;\ b le  
loss of asserted state pu lse w i d t h .  This  c o m p l e x  c o n 
fi guration works with t h e  receivers u s e d  h u t  d ocs 
not have the t iming m argi n req u i red by the r;;1St -20 
sta n dard . 

By varvi ng the posi tion ofrhc loads so tint there arc 
no loads between the driver and the ti rst lo,ld ( n ot 
shown ) ,  the s igna l at the fi rst load ci c1· icc I S  degraded 
even m ore than at position 4 i n  f igure 5. This is 
one reason th:lt the o,·er:1 l l  length of single- ended 
U l traSCSI  with m a m· loads is restricted to 1 . 5 me ters 

;md th<lt  the totJI n u m ber of l oads is  l i m i ted to 8 . '  
Ul traSCSJ dc1·iccs connected t o  backpl anes may be 
espcc i a l h' se ns iti i 'C to attac h e d  cables that extend the 
rota I bus length mon.: than 6 to 8 centimeters ( em )  
bevond the b ;Kkpl a n c .  This reduced b u s  length is 
rather se,·ere when compared ro that al lowed :u rhe 
maxi 111um f:1st SCS I tra nstCr rate (a total of 3 meters ).' 
I n  the section S m a l l ,  I m proved I n terconnect, we show 
h ow to overcome this 1 . 5 - meter, 8 -device l im i t  hv 
us ing an acri1·c SCS I i nr e rconnect.  

Ap pl�·i ng the ti m i n g  measure ment  methods shown 
in f igure 4 to the wavctorms in Figu re 5 i l l ustr<\tes 
that more c1rcfu l  r iming spec i fi catio n  meth ods do 
i n deed help s igni hunrh· to keep the  ti m i n g  margi n 
h igh enou gh to usc.  

3 M ETERS ( 1 0  FEET) OVERALL LENGTH 
( I N D I V I D UAL MEASU RE MENTS IN CENTIMETERS) 

Figure 5 
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Point-to- point Configuration I f  lo:tds :1rc present 
on ly  Jt the ends of the bus,  the transmission l i ne 
between SCSI devices i m proves elcctric:� l ly. This 
occurs simply beca use the loads sign i ficantly disrupt 
rhe c haracteristic i m ped ance and cause ref-lections and 
atte n u atio n .  The point-to-point signal at  25 meters 
h as bette r Jmpl itude and timing m:1rgi ns than signals 
in much shorter buses with c losely spaced l oads.  
Figu re 6 sh ows a typical example  of a point-to-point 
UltraSCSl signal . The format used in Figure 6 is the 
sJme format used in Figure 5 .  

Differential UltraSCSI 

Differential U l trJSC:SJ  uses the same contigur:�tion rules 
as rast SCSI ( 2 5-mctcr total l ength, 20-cm [ 8- inch]  
stu bs, 1 6 -d evice load ) '  and uses the same t iming val ues 
as single-ended U l traSCSl. The larger signal amplitudes 
and the common mode rejection prope rtv of d i fferen 
tial transmissions help overcome the transmission l i ne 
weaknesses in hea,·il\' loaded and long buses. As \\'ith 
:my h igh -voltage ditkrential system the costs-in terms 
of money, power, and space-are hi gher. 

Other Requirements for UltraSCSI 

The Fast- 20 stand:�rd ' contains a n u rn  ber of deta i led  
re quirements 0 1 1  the components used i n  U l traSC:Sl 
configurations. I ncl uded are sl ight  mod ifi cations to 
the cable i mped:mce, active negation req u irements for 
drivers, special length l i mi ts tor cert:tin loadi n g  cond i 
tions, restrictions regard i n g  t h e  kinds of single-ended 
terminators to usc, and t im i ng bu d gets. 

Summary of Developments in the Area of Increased 

Synchronous Data Phase Speed 

The U l traSCSI ( Fast-20)  speed increase can be attrib
uted to a systematjc exami nation of the margins present 
in actuaJ SCSI hardware and to the el imi nation of the 
excess margi ns. Advances in the integrated circuit indus
trv enabled si l icon designs to be specified \\'ith tighter 
controls on the driver and receiver ti ming and threshold 
properties than were possi ble when the SCSI - 2  or SPI 
standards were developed. Al l  the important changes 
needed ror SCSI devices are CO IHJincd in the silicon 
d esigns for the d ri,·e rs and receivers. As a result, the user 
sees no ruffcrcncc between the :1ppe�1r:1nce of U i traSCSI 
and that ofordi n:�rv SCS I .  

T h e  system i n tegrator m ust usc a more restrictive 
set of con figu ration r u l es than req u i red for bst and 
slow SCS I .  A l so,  the only i m pact on softwa re is the 
add ition o f  :1 new speed agree ment code for tbe r:ttcs 
u n i qu e l v  supported by U l traSCS I .  T h is negotiation 
is d one precise ly the same \\'a\' r( Jr U l traSCSI as tor 
a ny other to rm of SCS I .  F ina l l y, U l traSCSI d ev ices 
are 100 perce nt backward compatible with tast <ln d  
slow devices .  Although a d evice may b e  capable of' 
the max imum U l traSCSI rate , it m�1y be needed in a 
confi g u ration that does  not su pport U l traSCS I .  I n  
such a case, the U l traSCS I dn·icc "·o u l d  be used i n  
the fast o r  s low mode and wo u l d  ha,·e more nu rgin 
at those s lower speeds than i t  wou ld i f  i t  were not 
U l traS CSl ca pab le .  
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Bus Expanders 

As noted previously i n  the discussion of complex loads, 
there arc rather severe l imits on the con figurations that 
can be achic1·cd ll ' ith si ngle-ended U ltraSC:SI '' hen 
implemented i n  ;1 s ingle  bus.  The cxrcllS ion to pJLl l lc l  
SCSI arch i tecture that  overcomes this constr:1 int  
i iwoh-cs using acti1-c c ircu its that  connect SCS I buses 
e l ecrrical lv but isolating them from c:1ch othe r  Ill a 
transmission l i ne sense . These circu its luvc the gen eral 
name ex panders, s ince tbev expand the contigu r:nion 
capabi l ities of paral leJ SCSI . 

Each in divid ua l  bus  h as t\\'O term i n ;Hors a nd its 011·n 
tran smission mode ( single ended or d i ffcrenti: tl )  and 
obevs transmission l i ne-b:tscd contigu r�1tion rules as i f  
i t  were the only bus i n  the syste m .  When u sed 11·i th 

expanders,  these ind ivid u a l  buses Jrc e11 Jed bus seg
ments. The co l lection of SCSI devices i n  all the bus 
segme n ts that ;l iT clcctric:t l h· con nected together is 
caJ ied the SCSJ domai n .  One ex:1111 ple of ;1 SC:SJ  
domain using expanders is sh own i n  rigu rc 7 .  Note 
that \\' hen us ing expanders, i t  is possi ble to h:11 c bus 
segments that do not h a1·e ;JIW SCSI i n it iators or t:J r
gets but  only serve to form ;m clcctricl[ I n tcrcon ncct 
between other bus scgmc nrs. 

Expander Properties 

Exp:111dcrs arc ava i lab le  in t\\'O b:�sic t\vcs: s imple :1nd 
bridgi ng. Bridging opanders beh:11c ;JS a SCSI  i n i ti:t
tor or tJrger, 11  hcrcas s imple  cxpJ nders h a1·e :1 set of 
properties that ndce the m look l i ke ;\ piece of ll' i re 
ll'ith dcl :11' to the protocol . S imple expanders 

• Cannot i n i tiate SCSI I Ds ;J nd a rbitr;Jti ons and C:l l l 
not origi nate messages, :� I  though the expanders em 

read messages sent from i n i tiators ;md targets 

• Alloll' m i nim;J I  Jrbirration prop:tg:nion deL 11 · 

• Yield a retransmitted si gn;ll t i ming skew ( both 
delav :1nd hi gh/]011·) no 11orse th;l n  fmm \';J i id SCSI 
i n it iJtors or targets 

• Do not i n tertCre with the REQ/ ACK oftsct count  

• Allow m i n/max pu lse ll'idrhs to be m:ti ntai ncd 

• Req u i re the fi l teri ng of the SCSI RESFT l i n e 

• Al low :t rbitra ry placement of the in i ti Jtor ;m d the 
urgers 

F igure 7 

BUS SEGM ENT 

TWO-PORT 
E X PANDER 

SCSI Donuin B u i l t  Using Ex�);J n d e rs 

1 i r '  ·1 l ' l · · · r 1 · :ll ill l I I ( 

TWO-PORT 
E X PANDER 

• Rcq u i 1·e th:�t ter m i n ator p011 e r  not be connected 
bct11·ecn the segments being coupled 

• Do nor need to know the negoti ated data p hase 
speed or am' other ,·ariable propert\' of a crans:1ction 

• Require that there be no electrica l or logicaJ connec
tion of the Dl HSENS line (a s i ngle-ended sig11:1l 
that ind icates the tr:t nsm ission mode bei ng used on 
the bus segment ) bet\1·ecn scgmc nrs being cou pled 

• Issue :1 SCSI  bus RESET signal on one segment on 
detec ting trans m i ssion mode ( singl c-en ded/LVD, 
etc. ) c hanges on the othn segment 

S i m p le cxp;mdcrs :1 I'C becoming avai lable from sevcr:tl 
sources in  the ind u strl' tor u sc 11· i th Ul tr:�SCS I .  

Domain Rules Using Simple Expanders 

When using only  s imple  expanders i n  :1 donuin ,  s ix  
ru les m u st be obse n·cd : 

l .  Al l  b u s  segments in the do main  must com ph· ll'ith 
th eir I nd i vi d u :l l  bus segment length l i mits and other 
segmc n r-rclatcd rcq ui  re ments. 

2 .  An1· segment bct11·een t\I'O other scgme nrs must 
support the h ighest ped(Jrl));lncc l evd that can be 
ncgori:ttcd bct11 een the t11 o other segments. t:or 
cx;1m p l c ,  ti\ O 11· i d c  U ltraSC:Sl  segm e n ts musr not 
be scp;lrated bl' a segm e n t  that does not support 
both ll' idc SCSI and Ultr:tS CS I.  

3 .  The: t11�1 xin1 u rn propagJtion dela�- bct\, ·ecn �ln�· 
t11·o dc1 i ces in the domain cannot exceed 400 ns. 
A spec ia l  case ex ists ror d e vices th:t t  usc extrcmdv 
Jong t imes for responding to BUS FREE ( the  
so-e1 l l cd l3US S ET DELAY )-thc onc-11·ay pro�1a
gation l imit is 300 11s i nstc1d of400 ns.  

4.  The nu mber of ;Jd dressa blc dc1·iccs cannot ex ceed 
16 unless the dom:t i n  coma in s bridging expanders .  

S .  A br<l iK h/leat<J rc h i tectu rc m u st be observed ; loops 
arc not ;J I IOII'cd . 

(> The REQ/A.CK ottsct ncgoti:tted bcmeen ;1Jl\' 
t\\'O dc 1·i ccs must be large enough to ensure that 
Jdcq u,ltc offset ;1nd buftC 1· ing i s  av;l i lable to accom
mod :Jtc the rou n d- tri p ti me bet\\'ccn the de1 ices . 
For the maxi nHI I 1 1  Ul tr;JSCS I rate 11· i t h  a 400 ns 
mJ x i m u m  one-ll'av dom<lin  propag;Jt ion tim e ,  the 
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minimum offset is 1 8 .  (This o f'fset level is derived 
bv consideri ng a maximum rou nd-trip time o f 8 00 
ns at 50 ns per transfer [ 800/50 = 1 6  J and some
what arbitrari ly adding two transfers to account  for 
some additional de lay due to the processi ng time i n  
the s i l icon . )  

Achieving the 400-ns one -way domain delay 
req u i res expanders that wi l l  not pass the wired-OR 
gl i tch ( noted earl ier in the i n trod uction )  between bus 
segmen ts .  This fi l tering of the g l i tch al lows the bus 
segments to settle i nd ividually. 

The propagation de lay through a n  expander 
d i rectly su btracts from the physical  d istance between 
devices. It is therefore desirable to use e xpanders 
with smal l delays. For a s ingle-ended-to-single-ended 
application , the d elay can be as l ow as 1 0  ns.  For a 
s ingle-ended-to-d i fferential appl icatio n ,  the delay is 
typica l l y  around 100 ns, which is a nother sign i ficant 
penaltv to using differential bus segments .  

More detai l concerning these r u l es a n d  other prop
erties is avai l able in the d raft ANSI document: SCSI 
Enhanced Parallel !nteJjace, 5 which was edited by the 
author of th is paper. 

Summary of Improvements Related to Bus Expanders 

The use of simple expanders dramatjcaiJy extends the 
u ti l ity of single-ended U ltraSCS I .  The most obvious 
example is the abi l ity to introduce point-to-point 
segments where additional length is needed . A less obvi
ous example is tJ1e abi u ty to create star or hub configu
rations by clustering simple expanders i nto a local 
physical area. An example of a tJ1 ree-port SCSI h u b  
is shown in Figure 7 .  Note the three simple expander 
circuits i nternal ly connected within the h u b .  Simple 
expanders also make it  possible to mix single-ended and 
ditferenrjal  SCSI devices in tJ1e same domain , to achjeve 
the fu l l  1 6-device cou nt,  to add and remove bus seg
ments \\�thout shutti ng down tl1e entj re domain ,  and to 
achieve d ifferen tia l  performance witJ1out i ncurring me 
extra cost of ditlerential . Bridging expanders offer me 
same transmission isolation as simple expanders and 
may al low increasi ng tJ1e number of devices i n  the 
domain to as l,jgh as 946,5 but bridging expanders are 
not as well developed as simple expanders and \vii i not 
be ex plored i n  deptJ1 in tlus paper. 

Note that me improvement i n  signa l  i ntegrity is dra
matic when using expanders with backp l a ne applica
tions. Therefore, it  is good practice to use an expander 
whenever connecting a SCSI cable to a backplane that 
contains SCS I devices. 

Smal ler, Im proved I ntercon nect 

Another recent devel opment in paral lel  SCSI techno]
ogy is the i ntroduction of much smal l er external phys
ical i ntercon nects and more capable i nterna l device 
i n terconnects. The SCSI connectors and sh ie lded 

cables have h istorical ly  been large, bulky, and genera l ly 
d i fficult to manage. 

Spearheaded by activi ties mat began in 1 99 5  i n  the 
SFF ( formerly Smal l  Form Factor) industry group, 
standard i zation i s  u nder way of two new connector 
f::m,jues tJ1at offer u nprecedented levels offu nctionauty 
and true multisourci ng of complete connectors tor 
parallel  SCS I .  These fami l ies are the Very High Density 
Cabled I n terconnect (VHDCI)2 shielded connectors 
that reduce me overa l l  size of an external connector by 
two tJ,jrds and me Single Con nector Attac hment-2 
( SCA-2 )' u nsl,jelded con nectors that i ntegrate into 
a s ingl e  con nector a l l  the functions needed to run a 
periphera l .  The VH DCI fam i ly revolurjonizes the 
external SCSI i n tercon nect and the control ler parts of 
the i nternal SCSI i nterconnect; the SCA-2 fami ly does 
the same tor me internal device interface .  

F o r  tl1e fi rst time, complete connectors-not just 
the mating i nterface-are being standardi zed . This 
feature is essen tial to achieving i nterc hangeabi l i ty and 
second sou rci ng for connectors with the same style of 
termination-side contact. The VH DCI fam i ly i s  speci 
fi e d  i n  2 6  d i fferent forms, a l l  w i t h  exactly t h e  same 
mating i n terface, so that virtually anv kind of device 
or cable assembly design can be accom modated.  
I n terestingly, this  array of c hoices for the con nectors 
does not i ncrease the complexity of the i n tercon nect 
but rather opens u p  new wavs for prod uct devel opers 
to design products whi le maintaining a s imple and 
physically i n teroperable separable connector interfKe. 
I n  tact, this abi l i ty to accommodate a variety of prod
uct design requi rements without changi ng tJ1e separa
ble i nterface is one reason that SCSI is becom ing less 
compl icated . 

S imi larly, the fam i l y  of SCA- 2 connectors tor SCSI 
i nternal devices and cables is foll owing the VHDCI 
standardization model , with a significant n u m ber of 
i ntennatable forms being standard ized . These connec
tors offer the abi lity to bring al l  the SCS I s igna ls, al l  the 
power and ground con nections,  and all the optional 
signals, such as I Ds, spindle sync, a nd power fajl ,  out of 
the device th rough a s ingl e  u nshielded connector. This 
feature dramatical ly sh ri n ks the cost and complexity of 
i n tercon necti ng an array of SCSI devices. 

Using an SCA-2 connector, the device mav be 
i nserted i n to a backplane without using cables. If the 
SCA- 2 and backplane combination is  not used , a SCSI 
cable ( 5 0-pin or 68-pin  cond uctor) , a tour-lead power 
cable for ground and power ( 5 -V and 1 2 - V ) ,  and one 
or more smal ler cables for the IDs etc . ,  are required tor 
euery device in me system.  Each of these cables is 
routed d i tterent ly, has d i fferent cu rrent carryi ng and 
other electrical req u irements ,  and has very d itkrent 
connectors. Although this cabled opti o n  is fl exible and 
ofters signi ficant advantages in some systems, it is usu
al ly not the best solution in the device array a nd mod 
ular  packaging applications that are required for the 
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higher-end appl icati ons. Therd(Jre, the SCA - 2  i s  a sig
n incant factor in the d ramatic reduction in complex irv 
of h igher-end SCSI de,·ice appl ications .  

VHDCI Connectors 

The physical size of the VHD C I  connectors i s  much 
smaHer than the earlier versions, as  seen in figure 8 .  
Because o f  i ts low profi le , the VH D C I  68 -pin b m i lv is 
approximately half the height and twice the wid th of the 
latest Fi bre Channel external connecror, the H igh 
Speed Serial Data Connector ( HSS D C ) .  figure 9 shows 
a comparison of the VH DCI and H SSDC connectors. 
The same panel space is requi red tcx either· technologY. 

The VH DCI connectors shown in Figure 9 are 
c losely spaced , but the orientation of the poLlrizing 
shield connection is 1 80 degrees dirterent between the 
upper and lower connectors. This arrangement a l lows 
an offSet cable assemblv to be used ,,·here one side is fl at. 
This same cable assembly mav be used on borh the 

Figure 8 

SCSI- 1  LOW-DENSITY 
NARROW (50 PINS) 

SCSI-3 H IGH-DENSITY 
WIDE OR NARROW (68 P INS) 

VHDCI WIDE OR 
NARROW (68 P INS) 

VHDCI NARROW 
(36-40 P INS) MICRO SCSI 

External  SCSI Connectors 

Figure 9 

upper and lower con n ectors \Vithout interrerence. The 
specifications ot· the VH DCI i n terface ensure that 
neighborin g  PC option slots wi l l  nor ha\'(: interference 
even if al l the SCS I ports have cable assem bl ies attached . 

The VH DCI connector is useful for mul tipart app l i 
cations such as  RA I D  ( re d u n dant a rray of inexpensive 
d isks ) controllers. F igu re 1 0  shows examples in which 
the ,,·ide ' ersion of the con nector ram i lv has a l lowed at  
lc1st a doub l ing of the nu mber of ports possi b le  i n  a 
s ing le  conrro lle r t( mn bctor. As i l l ustrated in Figure 
1 0, the dC\ ice design enables up to fou r  wide SCSI 
ports on a s i ngle PC option card cutout. 

The VH DCI reten tion scheme is also significanrlv 
si mp l i fied by i nt rod ucing a three-way retention post 
ti.1r the b u l kh ead con nector. This post acce pts ( 1 )  the 
com-c nt iona l  jac kscre\\·s, ( 2 )  a squeeze-ro - re l e;ise c l i p  
for positi\'e retention with rapi d  release, or ( 3 )  a dete nt 
ri ng rete n tion th ;lt  req u i res a stronger p u l l  than that 
req u i red with no retention but no action other than 

Comparison of rht: 68-Pin VHDCJ ;md fibre Channel  HSSDC: Ccmnccrors 
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F igure 1 0  

FOUR WIDE SCSI PORTS O N  A S INGLE 
PC OPTION CARD 

Four \Vide SCSI Ports on a Single PC Option C�rci 

pul l ing or pushing .  The choice of retention type is 
made i n  the cable assem b ly. Al l 68-p in  V H D C I  cable 
assemb l i es that compl l' with the SFF spec i rications 
work on a l l  68 -pin VH DCI mati ng connectors. 

Figure 1 1  shows the details of tl1e 68-pi n VH DCI 

system .  The l ip in the jack post provides the securing 
point f'(JI' squeeze-to-release clips and for spl it-ring 
detent retention. The center of the jack post is threaded 
for usc \\�th jackscrews. 

A l though smal ler than the high-density con nector, 
the V H D C I  connector is d u rable .  I t  has no pins that 
can bend; its reten tion scheme uses the same-si ze 
jackscrew th read as the high-density wide con nector; 

CABLE/BOARD SIDE 

F igure 1 1  
01'er;1 1 1  V iew of the 6il - p i n  VH DCI System 

EISNISA CARD 

and i ts contacts are i m bedded in the housing where 
they cannot move or become distorted .  

SCA-2 Connectors 

The SCA family  uses a n  80-posit ion,  l eaf�style contact 
to i n terface all active SCSI l i nes, three power vol tages, 
and de\·ice conu-ol signals .  This connector is consider
ably smal ler  than the col lection of the three d ifferent 
connectors used for power, options, and SCSI bus i n  a 
cabled system .  There are two basic versions of SCA 

con nectors : SCA- 1 and SC:A - 2 .  Both versions are 
u nshielded and usefu l only within shie lded enclosures. 
The SCA- 1 has 80 positions with all contacts designed 
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to be the same length . The SCA-2 can be mated ro rhe 
SCA- 1 but has advanced grounding con tacts and 
sequenced signal and power contacts for su pport ing 
bot p lugging and bl ind mat ing ( no v isua l  feed back 
during mating) .  Both versions are <1\"a i l ab le  in mam· 
sty les, wh ich d iffer bv the termi nation-side structu re 
and O\'era l l  orientations. 

The SCA- 1 is not a documented standard and is  
being replaced by tbe SCA-2 .  The SCA-2 con nector 
was introd uced to SFF in 1 9957 as rbe first step to\\'ard 
formal standardization. 

Two spec ia l  features ex ist in  the SCA-2 connector. 
First, two contacts, one on each s ide of the connector, 
provide the fi rst make/last break tor the ground con
nection .  This design ensures that a common e lecrric-d 
ground is estab l ished between the device <lnd the sys
tem before any power or s ignal connections arc made 
on device i nsertion.  Upon rcmm·a l ,  these cont::Jcts 
ensure that the ground sta\'S i n tact throughout the 
disengagemt:nt of tbe signal and power pi ns .  

The second feature al lows the specia l  long pown 
contacts to precharge bypass capacitors bd(lrt: the 
main power contacts make. This reduces the d i stu r
bance to the power d istribution system and e l iminates 
anv arcing on the service power pins .  Two pins at the 
extreme ends of the connector i nd icate th<H the con 
nector is fu l l y  mated .  The m·era l l  view of the SCA-2 
system is shown in Figure 1 2 . 

The size of the connectors in the SCA f:1mi ly  has not 
decreased d ramarical lv. The connectors n eed ro main 
rai n  enough size to  achie\'e b l i nd mating : d ignment,  
and , for backp lane appl ications, there i s  l i tt le advan
tage i n  hav ing a connector that i s  smal l e r  th;l ll the 
device . With 89-mm ( 3 . 5 - inch  [ i n J )  or the newlv pro
posed 76-mm ( 3- in )  rorm bctor devices, the SCA con
nector comft>rtably tits within the device bound:�ries .  

The use of backplanes tor d i rect device attachment 
is poss ib le because a l l  the e lectrical  connections for the 
device are ava i l able in one connector on the device. 
This des ign e l im inates the cables used to attach the 
dn· ice and the space req u i red for the con nectors, rhus 
s igni ficant ! \· shri n king the size requ i red to package 
mu l tip le dc,·ices. 

External SCSI Cable 

The extcnu l  cable for SCSI is shr inki ng a l so, through 
the usc or· sma l ler-gauge wi re, better die lectrics, and 
J ess jacketing materi a l ,  as i ll ustrated in Figure 1 3 . 
formerlv, wide SCSI req uired a cable of' approxi matelv 
1 2 .70 mm ( 0 . 50  in )  i n  d iameter ( a  l 26 .677-mm2 
[ 0 . 1 96- in'  J cross section ) with 2 8 - gauge wire .  Today, 
wide SCSI cables with 30-gauge wire are shipping 
with d i;\meters of 9 .40 mm ( 0 .37 i n )  (69 . 398 -mm2 
[0 . 107- in '  I cross sections ) .  Cables  with 7 .62 -mm 
( 0 .30- in ) d iameters (45 .6 1 -mm' [0 .07- i n' l cross 
sections ) are possib le with 32 -gauge wi re and inexpen
si\'e d ie lectrics tor wide SCS I .  Cables with 6 .35 -mm 
( 0 . 25 - i n )  d iameters (4 .987-mm2 [0 .049-in' J  cross sec
tions ) r(lr narrow SCSI (45 .6 1 -mm2 [0 .07- in' J cross 
sections) are rkx ib le  and manageab le-simi l ar i n  size 
and flex ib i l i t\' to a desktop computer power cord and 
smal ler than manv serial cables. vVhen used with active 
single-ended , LVD , or HVD rcrminarors, the 32-gauge 
wire is adequate tor d istri buting terminator pow<::r and 
SCSI signals in most app l ications .  Long  cables should 
not be used For terminator power disttibution .  

further reductions i n  th<:: connector and cab le si zes 
need to be weighed agai nst the ease o t' hand l i ng, the 
need t(lr suffic ient strength to survive normal  service 
stresses, :md the cost i ncre;Jses at very smal l s izes. The 
combin�nion of the VHDCI connector and 30/32-
gaugc wire sizes is a good opti mization . 

_... � ADVANCED 
DEVICE SIDE / _..- / �J7 GROUNDI NG 

_... 
// _..-�- CONTACTS 

......-;/ / 

/
_../ / 

/;/ 

Fig u re 1 2  

ADVANCED � 
GROUNDING 
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' 

0\'CI'�\ 1 1  Vic,,· of the SCA-2 Con nector Svsrem 
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/ 
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1 2. 70 MM 
(68 CONDUCTOR) 

28-GAUGE WIDE 

30/32-GAUGE NARROW 

F igure 1 3  
Extern�l SCSI Cabk Diameters 

Summary of the Benefits Derived from a Smaller, 

Improved Interconnect 

The VHDCI connector and smal ler cables combine 
to offer a robust yet user-friendh, revo lution i n  SCSI 
interconnect. The leaf-style contact of the SCA con
nector e l iminates problems with bent pins that fre
quently bedevi l the  older wide SCSI connector. 
The ab i l ity to usc up to fou r  wide U l traSCSI ports i n  
a single P C l  option s lot increases the SCS I connec
tivity per PC! slot to 60 devices ( from 1 5  devices) .  
l3y us ing mul tip le  PC! slots, h u ndreds of SCSI devices 
can be connected to a single PC or workstation . 
In addition,  the SCA-2 connector implements the 
essential contact sequencing required to perform SCSI 
device hot p lugging. 

Device Insertion and Removal Bus Transients 

The multidrop feature of the SCSI bus al lows device 
removal and replacement without disturbing the commu
nications between other SCSI devices, if the electricaJ dis
turbances caused by the device being added or removed 
arc not detected by any other SCSI devices. Thus, it is 
architectmally possible to dynamically reconfigure the 
device population without interrupting existing data 
transmission processes bet:\veen operationaJ de,�ces. 

The transients involved with device insertion and 
remova l i nc lude  mechanical vibrations, power distrib 
ution instabi l i ties, SCSI terminator power noise, e lec
trostatic d ischarge ( radiation and induced current) ,  
and SCSI s igna l  l i ne noise . Al l except the SCSI signal 
l ine noise and the terminator power noise are handled 
by the storage system design and therefore are not 

30-GAUGE WIDE WITH 
IMPROVED D IELECTRIC 

32-GAUGE NARROW 
(MICRO SCSI) 

d irectJy part of the advancements in parallel SCS I .  
The SCSI termi nator power noise i s  d etermined by 
the size of the decoupl ing used on the SCSI termina
tors and the s ize of the capacitance on the device 
being inserted . This noise i s  easi l y  controlled bv 
ensuring that these sizes meet the values speci tied i n  
t h e  SPI standard .4 

The de l icate case is when the SCSI signal l ines arc 
i nvolved, which is the subject of this section.  To deter
mine the nature and m agnitude of these signal  l ine dis
turbances, one must u nderstand the fol l owing three 
mechanisms: ( l )  the overal l  sequence of events, ( 2 )  
the electrical dynamics o f  connector contacts when 
used in tJ1e SCSI application, and ( 3 )  the e l ectrical 
consequences on the bus when the device makes/ 
breaks contact with the SCSI signal l ine .  

There are  two sequences of interest: i nsertion and 
removal . The removal process is easy to grasp after the 
insertion process is understood . 

Single-ended Device Insertion 

The i nitial conditions considered for SCSI device 
insertion assume a SCSI device with i ts ground sol id ly  
and continuously connected to the ground of the 
SCSI bus .  This connection is easi ly accomplished, tor 
example, by using seq uenced contacts where the 
device grou nd makes connection well  before any 
signal connection .  In this state, the SCSI device pins 
present  a maxi m u m  fu l ly d ischarged capacitance of 
approximately 2 5  picofarads ( p F ) .  After the device 
signal pin contacts the bus, this capacitance becomes 
charged ( by extracting charge from the bus) to the 
vol tage on the signaJ l ine at the time of the insertion.  
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These values range from �1 pproxi matelv 3 V f()l. 
negated J i nes to nearly 0 V t(Jr asserted l i nes .  

S i nce the SCSI d evice being i nse rted is  l ogicalk off 
( i . e . ,  t here is no d river curre n t ) ,  the on ll· cu rre n t  that 
needs to tl oll' is  that req u i red to c harge the 2 5 - p F  
capac i tance .  This  i s  sharp l v d i tlcrent from man1· con
nect ions in e l ectronics i n  which c u rre n t  tloll's 
through the contact after an el ectrical con t:tct  has 
been establ ished.  

In the case where no bus vo l tage ch:tnges occ ur 
except as a res u l t  of the device inserti o n ,  the i nsertion 
transient  begin s  ll' ith the i n i ti: t l  contact and ends " hen 
there is  no fu rther bus \'Oi tage c h �mge ll'ith t ime ( th e  
steady stJte vo l tage ) .  O nce t h e  d evice p i n  1'0 l t�1ge 
reaches the stead y  state bus vol tage , no fu rther curre n t  
flows through t h e  contact. 

Therefore, once the de�·ice capacitance becomes 
charged to the steady state signal l ine  1·o l tage , no tl 1 1Ther 
disturbances to the signal l i n e  \'Oi tage wi l l  occur  e1·cn 1f 
the contact opens momentari h· d w·i ng a channi ng 
event . The voltage on the dc1·icc capacitance ch.mgcs 
d uring the transient from a d ischarged state ( zero vol t
age ) to the steady state signa l  l ine  voltage, with the cur
rent alll'avs flowi ng i nto the de�·ice capacitance . 

If the signal l ine  vol tage ch�1nges after the i nsertion 
transie nt is  comp l eted ( because ofe,·cnts such ,1s heing 
driven bv other d ev ices, Lw noise, or bv the i nsert ing 
d evice begi n n ing to usc i ts own d rive r ) ,  then cu rrent 
wi l l  again begin to flow th rough the contact .  This is <1 
norma l SCSI cond ition tor contacts i n  scn·ice . I f  the 
signal l i ne 1·ol tage ch anges d u ri n g  the i nsertion tr�1 n 
sient beca use of events other than the connector con 
tact effects ( e . g . ,  s ignals  c h :mging becau se of being 
d riven by other d evices, other noise ) ,  then i t  is  m ore 
difficu l t to determi ne exactly where the i nsertion tran
sient ends.  The beginn i ng of the insertion transient 
wi l l  sti l l  be ma rked bv a ch argi ng of the device cap:H:i 
tance . Enmples presented l ater in this paper shcl\\ 
both i nsertion events and d ri ,· ing c1 ·ents fi·on1 other 
devices occu rri ng at the same t ime .  

The t ime req u ired for compl ete contact mat ing on 
a l l  SCSI signals in  the bus is  u p  to s ix orders of magn i 
tud e  greater t h a n  t h e  ti me req u i red ror a SCSI signal to 
chan ge stJte . The refore , signJ I ! cl·cl changes �He l i k.e l 1 · 
dur ing the i nsertion process. The e lectrical bcha1· im of 
the contact as it continues \\'i p ing ( s l id i n g  a h:er i n iti �1 l  
contact is  made ) from i t s  i n i tia l  comact point t o  i ts 
final  resti ng position becomes :1 crit ica l part o F  the 
process. The fol lowing su bsections ex plore this beh�11 '
ior i n  detai l .  

Connector Insertion Dynam ics The data p rcscmed in 
this  section were derived fi·om a DIGITAL DSSI bus in 
1 99 0 .  The DSS I bus is  nearly id entical to t he SCSI bus, 
and m an y  of the resu lts apply without mod i ricnion 
to SCS I .  S i m i l ar  d ata have been obscn·ed on the SCSI  
bus,  b u t  the complete set  of d ,lta p resented i n  this  
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paper is not present!)' a,·a i Llb lc  from actu al  SCS I hard 
ware . T h e  d isturbances i n  the DSSI bus arc l arger than 
those seen in the SCSI bu s , because the DSSI vol tages 
arc s l ightk higher ( 3 . 5  V tc1r DSS I compared to 2 . 8 V 
for s1 nglc-ended SCS I ) ,  �m d the i nstru mentation 
capaci t�mce ( - l O p F )  adds s igniricmtl1· to the device 
capacitance because of the state o f  the art  t()r scope 
pro bi ng in 1 99 0 .  N u merous tests with  mod ern scope 
probes ( 0 .6  pf or less ) of SCSI h ardware have s h own 
that the SCS I d istu rbances �1re indeed qua li tati, ·ch· the 
s�1 m e  b u r  sign i ti ca nth· less in s ize than those sho\\'n 
here ti·om the DSSI hardll'�l re .  

T h e  mechan isms d escribed appil' to am· s1·ste m in  
\\'h ich rhc insertion transient is  caused bv the charging 
of a sm�1 l l  clp�Kitance . Figure 1 4  shows the basic test 
setu p .  A device is  i nserted i n to a connector with scope 
p robes �1tt,Khed on either side of th e  mating i n te rt:tcc 
�1 11d '' ith ,1 1 1  �1dd itional p ro be �1ttached to the bus some 
d istance ri·om the connector. The 1·oltage on the 
d c 1·ice side of the con necto r  is  used as the trigger 
s ignal i n to a d i gi t:d storage scope so that  the e1·ems 
bct()l'e , d u ri n g, and �1ti-e r the mati n g  eve n t  em be 
exami ned . This  is c learlv �1 s i nglc-c,·ent t1·pc of mea
surem ent ,  so �1 h igh sam p l i ng r:tte ( 1 bi l l io n s �1n1p les  
per second ) �m d s igni ticm t  scope memon· is  req u i 1-cd 
to c1pture the 1\·a,·etorms.  The scope probes used ha1·e 

a 1 - mego h m  i n p u t  resisunce .  
The con nector used tor the tests i n  th is  section has 

m u l tip le  p:tL1 l l e l  pins that :t i l  mate and dcmate in the 
same ge11eL1 I  time period . There is  no i n te n tion:� !  
diffe rence 1 11 the pi n len gths. The t ime rcbti onship 
bet11·een the m�Hi ng CI"Cilts 01 1  t\\'O ncigh bming pins 
ll'as c x r) lored tirst .  Bv choosing neighboring pins,  the 
d i ftc rences betl\'ecn the pins is kept to a m i ni m u m 
so the time d i tkrences observed should represent the 
best p i n - to-p in  synchroniza tion i n  a m :tti n g  el'ellt .  

For this test, a probe was attached to each of t\\'O 
pins ,  and the connector a l one ( not part ot· a de1· ice ) 
1vas 111:1tcd to the bus  segment connccto 1·. Figure 1 5  
s ho\\'s the resu l ts .  

Both p i n s appear  to s how i nstantaneous trans itions 
bet\veen t i le charged and d ischarged states on the t ime 
scale th�1 t  \\'�1S re q u i red ro c1ptu re both C\'e nts on the 
s:�me plot .  The mating e1-c nts :11-c sep:1rated lJI' approx
i mateh- 1 9  m i l l iseconds, and there is n o  c1·id ence of 
an\' d isc h �ngi ng a h:cr the i n i ti a l  chargi ng has occu rred . 
Since the scope probes h ave �1 ! - mego h m i n p u t  resis
tance ,  any lack of contact d u ri ng the wipe portion ot· 
the mati ng ll'i l l  a l lo\\' the capacitance to d 1sch�1 rgc 
through the pro be ll' ith a r ime constant of approxi 
m ateil' NC.  ll'hcrc R is the scope probe resista nce and 
C is the s u m  of the conn ector pin and probe cap:lc i 
tanccs. Ass u m i n g  a total o f  1 0  pf, t h i s  gi1'Cs a decJv 
ti me constant  ot' l O m icroseconds.  

figure 1 6  shows another mating event on p in  1 at 
a 500 t imes more sensiti 1·e t ime sca le .  ln this  case , 
some e1 ide nce of mome ntan· opens is seen \\' ith the 
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expected decay dynamics. The actual time constant is a 
bit longer than 10 m icroseconds because of some 
capacitance in  the connector p in .  This bounce behav
ior may or may not be present during the in i tia l  stages 
of the event shown in Figure 1 5 ,  but c learly the behav
ior is not visible in  the figure. To observe the suite of 
transients that exist in tbe mating process, one must 
examine the transients at sever�1l d ifkrent t ime scales. 
In genera l ,  this requ i res repeating the mati ng events, 
since the dynamic range of the scopes used was insuffi 
cient t o  capture a l l  the detai l  in  a single event. 

The i ni tial mating event on pin 1 still appears to be 
i nstantaneous on the time scale  used in Figure 1 6, but  
some slope is visi ble in  the second bounce event .  Also, 
during the second decay period, a shelf in the decay 
indicates that a part i a l ,  h igh-resistance contact was 
btiefly experienced . Pin 2 is not close to making a con
tact at the time range shmvn in Figure 1 6 .  The figure 
shows a small amount of cross talk i n  the pin 2 voltage 
waveform caused by the pin l transients. 

This data clearly  shows that the details of the mat
ing process are h igh ly compli cated and intrinsica l ly 
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u n p redictab le . Therefore ,  the best we can hope for i s  
t o  establ ish s o m e  l i m i ti ng cases tor t h e  i m portan t 
par:� mctcrs .  The l i miting featu res s hown in hgurc 1 6  
arc the extre me ly rapid i n i ti :� l  mating e1-c nt  and th e 
decay t imes .  vVe examine these r:�pid tra nsie n ts 1 n  
detai l  l ater i n  this  section . The dccav t imes arc d e ter
mi ned by the actual contact resist:�nce :�nd the resis
tJnce of the leakage path to local ground . For normal 
SCSI dev ices , there i s  very little lc:1kage to ground on 
the d evice pin so the opens  prod uced by the bou nce 
h:IVe no effect. 

Some cases observed i nd i cate m u ch more com p lex 
bounce structures. F igure 1 7  sho11 s a case in 11·hich the 
mating connection is not establ ished u n ti l  m ore rhan 
700 microseconds have p:lSSed . 

The data iJ1 Figu res 1 5  through 1 7  11cre a l l  acq u i re d  
from the same connector contact during separate matjng 
processes. Tvpical ly, the details of the mating event  a rc 

very difrcrent even under norn.inal ly identjcal cond itions. 
Another type of mating eve nt is shown i n  Figure 1 8 .  

This event req u ires approxi m ate l y  1 0  microseconds to 
make the transition from u ncharged to c h :� rged ,  and 
there i s  no bou nce .  This par tic u lar cvem prod u ces 
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almost no cross ta l k  into pi n 2 .  E1·ents with these char
Jcteristics arc some11 hat r:1re and are ca l led grad ual 
transients i n  this paper. 

Figu re 19 shows a c loser look at the rapid transiellt 
t\'pc of mating event.  I n  th is figure, we have added a 
de�·ice ca�1acitance ofapproxinutelv 20 pF to the scope 
probe tor a totJI of approximately 30 pF. Notice that 
the transient req u i res 2 to 3 ns to substantiallv com
plete i ts chargi ng . There is a ratio of n earl y 10' between 
the mati ng eve nts on d i fferent  p ins in the same connec
tor and the rapid transient of a singl e  contact.  

Limiting Para m eters for the Rapid Transient The 
q u esti on of 11 ·hether the c1pid transient sholl'n in 
F i gure 1 9  is the II'Orst case needs tO be e xp lored 
because the du ration of the transient affects the d istu r
bance on the bus .  Some bou nd i ng �eatu res a n d  some 
i m p l i cations of the observed behavior of the rap id 
transient arc noted in this su bsection . 

Assu m i ng th�n the tra nsient event occurs in 2 ns :�nd 
that  the ve loci ty of i m pi ngement  j ust prior to the first 
mating event is 1 meter per second,  then the d istance 
traveled by the conract II'Ou l d  be 2 nanometers ( n rn ) .  
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Fig u re 1 9  
Dcr� i l cd  Sn·ucrmc of the R.apid TL1nsicnt  

This d istJIKe is  e q ui\·a lent  to a rcw atomic d istances. 
'The d istance tLl\·e led d u ri n g  the gradua l  transient 
s hown i n  figure 1 8  wou l d  be approxi matelv 10 
microns, a n d  d ur i n g  t h e  exten d ed bouncv case shown 
i n  figure 1 7, approxi mately l m m .  The velocity rcJr the 
l:mer two cases would l ikely  be somewhat red u ced 
becH i se of the mechanical  i n terference betwee n  
the p ins ,  and the actual  d i stance traveled i s  probably 
s igniricant lv l ess.  There is  l i tt le opportunity, h owever, 
r()l' the \'e iocitv to be red uced tcJr the rapid transient,  
;md th is  d istance of 2 n m  is  probablv at least  the 
correct order  of m agnitude .  

The tcJI I owing calcu l ati on s h ows the total curre n t  
b·els req u i red t o  charge the capacita nce i n  2 n s .  

Q =  CX= 3 0  X 1 0 1 2  p F  X 3 . 5  V 
= 1 0 . 5  X 1 0  1 1  cou l o m bs,  

where Q represen ts the total charge, C i s  the capac i 
tance, and V i s  the voltage. Si nce th is  charge is  trans
k rred i n  a time t of 2 ns,  the average cu rre n t  is  

Q/1 = 1 0 . 5 x I 0- 1 1 cou lombs/( 2 x  I O '' ns )  
= 5 2 . 5  m i l l iamperes ( m A ) .  

For a grad u a l  transient that takes 1 0  microseconds,  
the ;1\'erage cu rre n t  is  approxi mate ly  1 0  mi croa mps.  
Th ese ca lcu l ations show that the most sc\·crc a m p l i 
tude d isruption t o  the signal  on the bus occurs with 
the rapid transients, s ince relati ,·eiv large current m u st 
be suppl ied i n  a short ti me to charge the capacitor. 

The next i te m  to be exam i n ed is  the c u rren t  densitv 
thJt must exist  d u ri n g  the transient .  S ince the contacts 
move only  2 nm J n d  the surbcc ti n ish of actual con
t<lCts is  not n early this  smooth , i t  is  rcasonJble to 
assu me a square 2 - n m  contact. Clea rly, th is  assump
tion is  not rigorous lv  defensible and cou ld be  the s u b
ject of an e n tire study area in i ts own right; hm\'C\'er, 
there is  no basis for ass u m i n g  that the lateral contact 
regi on would be anv d i fferent than the contact area i n  
the mati ng d i rectio n .  The basic cone I usions '' ould not 
be affected even if we assumed a h u nd rcd tcJld lateral 

mcrease i n  contact area.  Attempts to use sca n n i n g  
electron microscopy t o  examine t h e  actual coll tact 
area were not fru i tfu l  i n  estab l i sh ing the actual  i n it ia l  
p hysical contact area because of the se\'ere p hysic:II dis
ruption that  occ u rs on the m icroscopic level and 
because of the smal l  sizes i nvolved . 

Under these ass u m ptions, the physical  contact are1 
is  assumed to be ( 2 n m  )' or 4 x 1 0-14 cm2 in the fol l ow
i n g  ca lculations.  The c u rre n t  densi t\' to support the 
5 0 - mA rapid transient c u rre nt  is  therefo re approxi 
matelv 1 0 ' 2  A/cm2 Typical c u rren t  d ensities i n  copper 
and other metals arc less tha n 1 0'' A/em'.  The e lectro
m i grati o n  onset cu rre11t is  of this same order. The c u r
rent densi t\' i n  the ra pid SCS I transient is a m i l l i on 
times greater than that which metal can support. 

To su pport the massive current d e ns i t\', the actual  
contact area must be much larger than the i nit ia l  plws
ical  contact area assumed in the above ca lcu lations .  
T h e  a u thor bel ieves that this  can be expla ined by a 
micromolten meta l - to-meta l  jo int  that is formed u pon 
i n i tiaJ contact and that the ti·on t  of the mel t  propagates 
( probablv through phonon i nteractio n ) at approxi 
matelv the  speed of sou nd i n  the meta l . This process 
wou l d  create crudc lv  a thousan d told increase in the 
effecti,·e i nsertion ,·e locitv and wou l d  result  i n  a m i l 
l ionfo l d  i ncrease I n  contact area, s ince t he m e l t  ,,·mi ld  
propagate in a l l  d i rections. 

This mechanism wou l d  prod u ce reasonable cu rre n t  
d e nsities a n d  wou l d  tcmn an i n ti m ate m e ta l - to- metal  
i n te rEKe with both contacts that wou l d  aid in red u c 
i n g  the contact resisuncc. The micromelt  size becomes 
rapi d l y  sel t� l i m i ting,  with the expan d i n g  contact are<l 
causing decreased cu rrent density, whi c h  i n  turn, causes 
d ecreased melt  tempe ratur e . 

As d isc ussed i n  the n e x t  section, the actual contact 
resistance d u ri n g  the rapid transient cannot be l arge . 
If this  resistance is large, as in the case of the grJdual 
transient, the mati ng n en t  is m u c h  less d isrupti\'e . 

J\bnv variations on the m ating transients can be 
obsen-e d ,  b u t '' e d o  not a ttempt to sho,,· a l l  of them 
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i n  this paper. One special  \'ariation,  hoii'C\cr, is \\Urth 
noting-the combination of rapid and gradua l tran 
sients i n  the same mating process . Someti mes the  mJt
ing process starts with a gradual transient and then 
shi fts to a rapid transient.  Figure 20 shows a complex 
mating process in which ( 1 )  a grad u<1 l  tr:msient in i ti 
ates, ( 2 )  <1 rapid transient starts bu t  does not complete ,  
( 3 )  the rapid transient ends, (4 )  another gradua l  tran 
sient process starts, and ( 5 )  another rapid transient 
fin ishes the charging p rocess. 

Th is observation is consistent ll'ith se\'eral poss ib le  
microprocesses d uring which the in itial r:�pid trJnsient 
extinguishes betore completion . 

• The micromelt becomes plwsical l\ ' torn apart 1)\' 
the advanc ing motion of the contacts. ( Th is process 
is unl i ke ly because of the ex.cessi1 c l \' s lm1· p l 1\'sical 
motion . ) 

• The micromelt  explodes. (This process is l ikely. ) 

• The micromelt becomes resistive th rough the cont
amination of the melt with insu i Jting materia l . 

• The micromelt front reaches a th in region and 
opens because of the lack of materia l . 

• The microinelt front reaches an insu l :rt ing reg ion . 

On further movement of the contacts, a new rapid 
transient cond i tion is encou n tcrcd betll'een d i ffe rent 
meta l l ic peaks or· the contacts, and a IlL\\' rapid tran
s i ent  begins .  Figure 21  shows a conceptu<l l  represema
tion of this process. 

Gradual  transients appear to be associ:1ted ll' ith nor
ma l current densities ( i . e . ,  1 06 A/cm2 )  and much 
higher contact resistance than rapid tr::�nsients .  I n  cases 
where a microme lt is  not in itiated , the low contact 
resistance associated with the l iquid metal-to-sol id 
mct:d interface and the expanded contact :1rea arc not 
present. Therefore, one way to elimi nate the mating 
d isturbance caused bv the rapid transients is to ensure 
that a m icrome l ting process is not possib le .  

Ul 3 
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0 
> 1 
z 
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PARTIAL RAPID 
TRANSI ENTS 

In the process shown in Figure 20, it  i s  probable that 
a gradual -tvpe contact is be i ng mai ntained somewhere 
else i n  the contact, s ince no vo ltage decay is evid ent 
when the rapid transient ends.  I ndeed, i t  is to be 
expected that the rapid transient mechanism would 
not operate after the capaci tance is charged to a certain 
level ,  s ince there wou l d  not be enough energy d iffer
ence to i nitiate and sustain a rapid transient.  Therefore, 
the gradual transient is the behavior derived from an 
extrapola6on of the normal mechanisms that produce 
contact resistance . This detai l ed discussion is pursued 
because we must u nderstand the basic phvsical mecha
n isms to gain confidence that we are considering the 
worst-case d isturbances. 

Single-ended Device Removal 

During the process ofremm·al , the device pin separates 
from the bus .  Si nce both the bus and the device are at 
the same vol tage just bdorc the separation,  no current 
is Hawing u nless the bus vol tage changes when the con
tact is in the process of separating. Therefore, in most 
cases the separation process causes no disturbance. 

Bou nce can occasiona l l y  be observed d u ring the 
demating process when there is a l eakage- to-ground 
patiJ present Oi l  the device s ide.  Of course, i f  a voltage 
decav occu rs and the contacts re -connect, the mecha
nisms are essentia l [\' the same as tor the i nsertion tran
s ient .  The ke1' poinr is that no additional  mechanisms 
hai'C been noted ror device remO\'aJ that cou l d  be 
more disruptive than those operating d uring  the i nser
tion p rocess . In the l imit, the removal process could 
produce as much d isruption as the i nsertion p rocess . 

Figure 22 shows two examples of dema6ng . The 
demating events shown in Fig·ure 22a have only approxi
mately a 60-microsecond separation. This separation is 
exceptionally smal l ,  and it is tl1eoretically possible to have 
coincidental contact-to-contact events (within the preci
sion of the instrument:1tion ) .  The demating event with 
bounce sholl'n in Figure 22b was acquired on exactly the 
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F igure 20 
Gradu<1 1  Jnd l\;1pid Tra nsients i n  the SJtnc Maring l'roccss 
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F igure 2 1  
ArchitcctLJrc o f  Combination Gradual/Rapid Maring Event 

same pins in exactly tl1e same connector used for tile 
e\·ents in the top of the figure, and tl1ere is no evidence of 
:my activity on pin 2. Pin 2 demated long before any 
activit\' was seen on pin l. Again, this underscores tile 
u npre�i ictability of the detaiJs of any given event. 

Impact of Device Insertion and Removal on Bus Signals 

This section contains several examples of the noise 
prod uced on the bus side of the connector. Actual 
devices with approx imately 25 pF of capacitance were 
used to obta in  tl1e data . This capacitance value is 
increased bv the probe capacitance.  On tbe bus side, 
there i s  a lso some i ncreased capacitance caused by the 
probe used to acquire the bus side signal.  Figure 2 3  
shows the basic impact of a rapid tra nsient o n  the bus 
side of the con nector and the time relationship of the 

bus d isturbance to the voltage on the device side.  The 
bus voltage is reduced while it suppl ies the necessary 
c harge to tl1e device pin .  After the device capacitance is 
charged,  the bus resumes its vol tage level before the 
insertion transient ( more or less ) .  

In  tilis test, the bus pulse is approximately 3 - ns wide 
at i ts midpoint; its peak ampl itude is approximately 
1 .2 5  V. This pulse is significantly larger in amplitude 
than that produced from a device alone. 

One of tl1e more i nteresting features of the signals 
in Figure 23 is the lack of commonality or tracking in 
the signals after the rapid transient has passed. In the 
simplest interpretation, one would expect both sides 
of the connector to have nearly the same vol tage 
(at tile l east to be witil in  the accuracy of the 0 . 1 - ns 
propagation r.ime bet\veen the probes) .  The fol lowing 
discussion add resses the author's cur rent thinking on 
the reasons tor tl1 is lack of tracking. 

Instrumentation effects, such as resonance or differ
ences in probe properties, were ruled out by using 
botil p robes on the same signal and noting that there 
was l itt le d ifference in  the signa ls  reported from each 
channel . Later, typically after a few microseconds, the 
voltages do become effectjvely the same. 

Because a significant voltage difference is present for 
relatively long times, there must be a significant vol tage 
source bet\veen tile contacts to support this observed 
difference . In the init ia l  stages, the difference between 
the pin voltages is approximately 3 V. If the current is 
the one calculated in  rbe section Limiting Parameters 
for the Rapid Transient, that is, approximately 50 mA, 
rl1en the current-l imiting impedance must be at least 
3/0 .05 = 60 ohms. This impedance, cou pled with the 
parasitic capacitances and inductances, serves to blunt 
tile instantaneous electrical energy transfers that would 
be implied by a very low source impedance. If tl1e 
source impedance were very low, then both sides 
would have to track shortly a fi:er the i nitial contact. 

Part of til is l imiting impedance is tile loaded or local 
transrnission line impedance oftl1e bus. The charactetis
tic impedance is nominally approximately 100 ohms for 
an u nloaded bus. Since tl1e bus connector is attached to 
tile middle of tile ti ne, both sides are available to supply 
charge and tl1e effective charging impedance wou ld 
be approximately 50 ohms. A 30-pF capacitance wou ld 
have a charging t.i me constant of 1 . 5  ns. This time con
stant fits tl1e observations well d u ring tile rapid transient 
itself but  does not fit the riming parameters of tile volt
age clifferences observed wel l after the rapid transient. 

Elevated local temperatures are almost certain ly  pre
sent dur ing the rapid transient (near the melting point 
of the metals 1  ) ,  so it seems p lausible tilat the mystery 
voltage source is basically thermal electromotive force 
(EMF) between the pins.  Al lowing a few microseconds 
to achieve thermal equil ibrium and subsequent loss 
of the tilermal EMF aJso seems qu ite plausible. These 
details are inviting fi.t rther detailed investigation but 
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Figure 23 
Mosr Severe Noise Pu lse Observed 

do not affect the practical concl usions as applied ro 
parallel SCS I .  

As added evidence for thermal dfects, ex peri ments 
with early LVD SCSI devices that use a 1 .2 -V bus l evel 
instead of the 3 . 5 -V bus leve l  shown in Figure 2 3  
transfer much less energy and have a m uch shorter  
settl ing time before both sides of the contact track. 
These L VD results will be reported separatelv. 
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The point extracted from these charging-impedance 
and settling-ti me observations is sim ply that the over
a l l  cnergv transfer rate is  l i mited by the microphysics 
of the process. This means that Figu re 23 a l most cer
tainlv i l lustrates the worst-case distu rbances. 

It has been noted that the bus pulse is similar to that pro
duced by a stub on the bus and a signal with a f:1St 1isejfa!J 
time. I n  a sense, we really are charging a stub in either case, 



and in both cases the loaded or local characte1istic imped
ance of the bus limits tlK extent of the clisturbancc. 

To more accu rate !\' measure the noise pu lse pro
duced when a device is added to the bus, measurements 
were pertormed wi thout a scope probe attached to the 
dc1·icc pin .  To do so req uired triggering the scope fi·om 
the noise pulse on the bus side .  Conseguentl1·, it was 
not possible to sec the device -side charging dynamics .  
Figure 24 shows rhe measured pu lse near rhe device 
connector and at a point  2 meters away. 

The pu lse measured in Figure 24 has approxi mately 
ha lf  the ampl i tude of the pu lse in  Figure 2 3 .  This is 
more red uction in  ampl i tude than one wou ld expect 
from the removal of 10 pF from the effective device 
capac i ta nce , and this d ifference, whi le  not compl etely 
expla ined,  is in the b1·orable direction . The noise pu lse 
that reac hed the next device ( w here it cou ld be 
detected as an error) would be even smal ler, because of 
the dispersion and attenu ation in the bus and because 
the neigh boring de1·ice woul d  need to have i ts 2 5 - pF 
capacitance charged also.  The s ignal  at the measure
ment poi nt 2 meters away in  F igure 24 indicates 
the in tensity of the atten uation and d ispersion to be 
e xpected in the rapid transient bus pu l ses .  The detai l s  
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of t h e  attenuation and dispersion depend somewhat 
on the bus media used. 

The rapid transient bus pu lses arc sholl'n on actual 
data pu lses i n  Figure 2 5 .  The top trace in  the figure 
shows a rapid u·ansient  pu lse on a negated part of <l 
single-ended SCSI signal . There is a scope probe on this 
device, but the device cap:tcitance is on I\' approximately 
1 5  pF so tJ1e totaJ witl1 tl1e probe is :.�pproximatelv 25 pF. 
Note that the noise pu lse is approximately 0.8  V and 
does not rake the s igna l  i n to the receiver detection 
range below 2 V. This negated stare is a bit higher than 
usuallv found, so the bus pu lse is  starting from a hi gher 
point .  I f  the pu lse h:td started ti·om a lower poi nt, tor 
example about 2 . 5  V, the pu lse ampl itude wou ld not 
have been as large .  Further discussion of the recei1·er 
detection range appears later in  this section . 

The signals i n  Figu re 2 5  were pu rposely chosen 
to have broad fal l ing edges of approxi mately 1 5  ns .  
Normal SCSI signals arc  5 ns or Elster. The broad edges 
maximize the chance that the bus pu lse \\'i l l  produce a 
signal s lope reversal ohbe type that can prod uce mu l 
tiple edges. The  bottom trace i n  Figure 2 5  shows a bus 
pulse in  the most sensitive part of the b l l i ng edge . This 
pu lse produces a lmost no slope re1·crs::ll because bl'  the 
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tim e  it is ready to become positive-going, the data sig
na l  has fa l l en so m uc h  that there is no vol tage source 
to d rive the signa l more positive . At th e beginn ing of 
the fal l ing ed ge , the s lew rate i s  i n creased bv the bus 
pu lse;  in the m i d d l e ,  the edge is extended and collSc
quently the overa l l  ti me req u i red tor the fal l i ng edge i s  
almost exact ly the same as tor the til l ing edge that h as 
no bus pu lse ( see the top trace ) .  

Therefore, the main effect o f  rapid transient pu lses 
occu rs when they i ntersect the signal ed ges ( where a 
state cha nge is expected :.1 11\WJ\' ), and the ef!Cct i s  
move ment o f  t b e  position of t h e  ed ge b v  no more 
than 2 ns from the normal positio n .  This mo,·c mcnt is 
a lready accou nted for in the SCSI st:tnd ard as jmlsl! 
distortion ski?W, so there is  no important eftect .  

If the mating event  happens whi le  the bus signa l is 
in the asserted state , there is  l i tt le  effect since l itt le 
c harge is transferred. If the event happens in the risi ng 
edge, there m ay not be enough \'Oitage d ifference to 
start a rapid tra nsien t-aga i n ,  there is little e ftCct.  l f :t 
rapid transient is in i ti ated on a rising edge, the i m p:tct 
is sti l l a sm :d l sh ift in the position of the edge .  I n  
a n y  arbi trary combination of signal leve l a n d  type o r' 
transient, the bus d istu rbance wi l l  not be greater than 
those shown i n  Figure 24 and figure 2 5 .  

Differential 

For d i ffcrenti <l l  SCSI syste ms, essentia l l y  the same 
behavior occurs as for the singl e -e nded case except that 
the re lationship between two contacts inste;ld of just 
one must be considere d .  If  insertion transients on the 
positi1·e sign:tl d ifferential l ine arc occurring at the s;lmc 
time as transients  on the ncg�lti\'C s ignal  l i n e ,  we m ust 
examine the d i fference bet\\'ecn these transients to 
see what i mpact they have on the d i tteren6al  signa ls . 

Based on the ti me req u i red between mating cvcnrs on 
neighboring connector pi ns presented i n  the section 
Con nector I nserrjon Dvnamics and in Figu re 1 5 , i t  i s  
evident that the d i ffere n ti a l  Clse is almost ah1 ;1\'s two 
i nd ependent ;md isol ated s ingl e-ended cases. This is 
because the d i fference in the tj mc requ i red tor ciiftCrcn t  
pi ns in  t h e  same connector t o  begin the mating p rocess 
vastly exceeds the actual transient time on either s ignal .  

I n  SCS I d i ffere nt ia l  svste ms, both the positi ,·c and 
the neg:nivc s ignals are norma l l v  positi,·e ,,·ith respect 
to the loca l  grounds.  This mc1ns that the transie nts 
wil l  be the same po la tity on both sign Jis .  

In the very rare cases in which some overL1p exists 
between the transient times on both signals, the rapid 
tra nsient d istu rbances would usu all�r be seen as com 
mon mode C\'cnts that reduce the effecti\'e d i tkrenr ia l 
transie n t  sign a l .  These e,·ems arc not seen i f  common 
mode noise exists \\'here the s ignals  ha\ 'C  opposite 
polarity with respect to loca l grou nds d u ring the 
transients.  In this case , it is theoretical ly poss ib le  to 
produce a nticommon mode d i fferential tr;msie n ts .  
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Howc,·cr, the anticommon mode case wi l l  always have 
the positive and negative signa l l ines with i n  a d i fferen
tia l logica l vo ltage level of gro u n d ,  and the transients 
\\'i l l  therefore be sma l l .  Even in the a nticommon mode 
case , the dkct is at m ost a s l ight shift in the ti me \\'hen 
the d iffcrcmial state change is obsen·ed,  s ince the tran
si ent d istu rb:111ces are  so sm::l i  I .  

In the pathological d i fferent ia l  case, large com mon 
mode leve l s  ex ist on both the positive and the negative 
signals .  'The i nsertion transi ent wil l be larger because 
the bus vol t:�gc is l arger. This c1sc is even more rare since 
i t  req u i res both coincidental pin m ati ng and coi nci
dental Lu·gc common mode.  

The other case considered that  can have a u nique 
etlect on ditkrentiaJ systems is  that of extended bounce. 
This c1sc extends the effective mating time to the point 
when some overlap between the transient activi ty on the 
pins is  more l i kelv. Recall that the extended bou nce case 
\\'JS onlv ,·isible when a l eakage mechanism was ;l\';1ilab le  
to d ischarge the incom i ng dc,·ice capacitance . I n  actu:tl 
de,·iccs, no sign i ticam le:1 kagc occurs so a bounce event 
docs 110t produce d isturbances after tl1is tirst contact. 

The d i fkrcntia l  signa l seen by the i ncom i ng device 
may be scriouslv affected lw exte nded bounce i f  there 
is bus acri,·itv d u ring this bou nce.  Consider, for exam
ple, a c1sc i n  which the positi ,·c signal con t�Kt opened 
bcctuse of  a bounce C\'ent after achieving a ru l l  ch �1rge. 
Whi le  it is  sti l l  ope n ,  the negative signal c hanges state . 
Now both the positive and negative s igna ls arc at the 
same nominal  pote n tia l ,  which is a n  i ndctennin,ltc d if 
ferenti;l l  conditio n .  Fortu natelv, t h is cond i tion is  not a 
pro b lem because the onlv d evice that sees this con d i 
tion is t h e  dc,·iee b e i n g  i nserted or removed and i t  is  
not in an operational stJtc. 

Summary of the Handling of Device Insertion and 

Removal Transients 

After a complex,  \'et se lfconsistent,  set of experi mental 
data and i mcrpretations, the concl uding results arc that 
the worst-case SCSI bus transients resu l ting !Tom proper 
i nsertion and removal processes should not cause errors 
i n the SCS I bus as presen tly specified i n  the 51'! and 
Fast- 2 0  ( UltraSCSI ) st;indards .  The proper processes 
inc lude prcgmunding p1ior to insertion,  a\·oid i ng 
cxcessi,·e dc,·icc capacicmcc, :�nd using SCSI drivers and 
recci\ns that meet aJ I  of tl1e SCSI requirements.'' 

As of this \Hiting, a l l  reports of d evice insertion/ 
remova l errors have been traced back to bilurc to usc 

proper procedures or designs. The most common errors 
arc lack o f p rc grou nding, devices that do not maimain 
the h igh - i m pedance input stJtC d u ring pm,·er cvcl i ng, 
and pm' c r  d istri bution or mechanical transient e ffects 
u n re lated to SCSI proper. 

The mcch:tnisms that opcr:ttc span a t ime spectrum 
from picoseconds i n  rapid transients to seconds i n  con
tact wipe and other macro connector operations .  



The worst-case d i fferentia l  tr:1 nsienrs occur when 
one treats the differential system as two i ndepende nt 
single-ended SCSI buses-one for the positive signal 
and one for the negative signa l .  

The rapid transi ent becomes more and more 
detectable :1s bus speeds increase and the receivers and 
timing margi ns become more sensitive. Schemes to 
e ncou rage the gradual transient are the best protec
tion against the u l tim ate problems caused by rapid 
transients. The best-known method tor producing 
rel iable grad ual  tra nsients is  to avoid a metal - to - metal 
contact d u ring the in itial contact and until the device 
capacitance is ch::�rged . At this time, no such connector 
system exists for SCSI applications. 

Overall Summa ry 

Evolution in tour significant hardware technologies 
i n  the recent p::�st has enabled parallel  SCSI to break 
through the barriers that were preventing it from 
delivering excel lent value, flexi bi l ity, and growth to the 
computer data storage industry. Application of more 
scientific methods, use of the latest si l icon technology, 
and developments in the interconnect tedmology pro
vided the toundation for these im provements. DIGITAL 
provided most of the basic data and l ed important stan
dards and industry bodies to accompljsh this. 
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Development of Router 
Clusters to Provide Fast 
Failover in IP  Networks 

IP networks do not normal ly provide fast 

fai lover mechanisms when IP routers fai l  or 

when l i n ks between hosts and routers break .  

I n  response t o  a customer requ est, a DIGITAL 

engi neering tea m developed new protocols 

and mechani sms, as wel l  as i m provements to 

the DECNIS im plementation, to provide a fast 

fa i l over feature. The project ach ieved loss-of

service times below five seconds in response 

to any s ingle fa i lure whi le sti l l  al lowing traffic 

to be shared between routers when there are 

no fai l u res. 
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Michael C. Shand 

A D I C ITAL ro uter engi neeri ng team has refined and 
extended routing protocols to guarantee a five-second 
maxim u m  loss-ot�serYice rime d u ring a si ngle fail ure i n  
an Internet Protocol ( I P )  network . We use the term 
router cluster to describe o u r  i m proved imple men ta
tion . A router  c l uster is defined as a group of rou te1·s 
on the same l ocal area network ( LAN ) ,  prO\'iding 
m utual backup. Ro uter clusters have been in service 
since mid - 1 99 5 .  

Background 

The Digital Equipment Corporation Network Integration 
Se[\·er ( DECN I S )  bri dge/rou te r  is a midrange to 
hi gh-end pwduct designed and bui l t  bv a DIGITAL 
Ne tworks Produ c t  B usi ness Group in Reading, U . K. 1  
The D ECNIS performs iligl1-speed routing o f  I I\ 

D ECnct, and OSI ( open system interconnection ) pro 
tocob a n d  can b�we th e fol l owing networ k  i nterfaces : 
Ethemet, FDD I ( fi ber d istri b u ted data inte rface ) ,  
AfM ( asvnc lmmous transter  mod e ) ,  HSSI ( High
Speed Serial I n ter fJce ) , T l / E l  ( d igital  tra nsmi ssion 
sch emes ) ,  �md lower-speed WAN (wide area network ) 
i n terbccs. The D ECN !S bridge/router is designed 
around a Fu ture b us backplane, with a n u m ber of 
se mi -autonomous l ine  cards, a hardware based add ress 
l ookup engi ne, :- 111 d <l central con trol processor respon
s ib le  fo r the control protocols and ro ute c:�lc ulation . 
D:1ta packers arc normallv handled co mplete ly  by the 
l i n e  cards and go ro the central processor on ly in 
exception cases .  

The DECNIS rou ters run a n u mber o f h igh-pro ri le ,  
h igh·a\'ailabilit\', \\'ide -area data n etworks tor tele 
phone scr\'icc pro"iders, stock exchanges, and che mi
cal companies,  as wel l as fo rming the b�Kkbonc of 
DIGITAL's i n ternal network. 

Tvpic1J I\', the D ECNfS routers are d ep loyed 1 11 
red u n dant grou ps \\'ith diverse interconnections, to 
provi de \Tr\' high avai l a b i li ty. A common req u i rem ent 
is n ever to take the nerwork down ( i . e . ,  dllling mainte
nance periods,  connectivity is preserved but red u n 
dancy i s  red u ced ) .  



Overview 

! !' is the most \\'ideh· used protocol tor commun ication 
bcrwcen hosts. Routers (or g�1tcways) arc used to l i n k  
hosts that arc n o r  d i rectlv con n ected . 'vVhen I P was 
origin�1 l ly designed , d u p l ication of \1\TAN links was com
mon but dupl i cation ofgatc\\'ays rix hosts \\'�1s rare, and 
no mechan isms t(x avoiding bi lcd routers or broken 
l i nks between hosts and routers were develope d .  

In  1 994, w e  began a projccr t o  rcsrrict loss-of 
sen·icc rimes ro bcJm,· fi,·e seconds in response to anv 
s ing le  b i l u rc;  for e x a m p l e ,  r:1 i l u rc of a router  or its 
elecrrical supply, t:1 i l u re of a l i n k  between rou ters, or 
rJi l u rc of the con nection between the rou te r  and the 
LAi'\ on which the host resides.  I n  con trast, e x isting 
rou ti ng protocols I Ja,·c rcCO\'C t'\' times i n  the 30- to 
45 -sccond range, and bridging protocols arc no bet
ter. Provid i n g  rast bi lover in T f' n etworks req u i red 
cnh:1 11ccme nrs to mam' areas of the router's design to 
co,·er a l l  the poss ib le  f1i l u re oscs. It a lso req u i red the 
i m·cntion of ne\1' protocols to su pport rhc host-rourcr  
i nrcraction u nd e r  I T' .  This  was ac hi eved wi thou t 
req u i ring anv changes to the bosr I P  code .  

I n  rhis paper, \\'e start bv d iscu ssi ng our  targets and 
the behavior of ex isting routi ng or bridging protocols 
and r(>l low this with a deta i led a rdysis of the d i fkrcnt 
hi lure c.1ses. We then show how we h ave modified the 
bc h�l\' ior of the routing conrrol protocols to <Khievc 
rhe desired fJiiO\n times on l i n ks bet\\'een rou ters or 
in response to the b i l ure of i n rermediarc routers. 
fin�1l ly, we descri be the new IP Stand by Protocol and 
rhc mechanisms II'C developed to achie,·c fast recovery 
from bi lures on the LAl\'s loca l to the end hosts . This 
parr of the problem is  rhe most chal lenging because 
the h osts are of many types and have I P  i m p le menta
tions that cannot n.:a l istical lv  be change d .  Thus a l l  
c h �1ngcs ha,·e to b e  made in  t h e  routers .  

Our sccondarl'  a ims were to <11 1 0\\' the  usc of rou ter 
c lusters in any existi ng network contlgurarion,  not to 
constr:1 in  ra i l  over to s imple  pairs of routers, to be able 
to share traffic bct\\'een avai lable routers, and to con
rin u c  to ttse the J nternet Control  Message Protocol 
( l  C:M P) red i rect mechanism f(x opti m u m  choice of 
router by hosts on �l per desri n�1rion basi s .  A com mon 
problem of hosts is that they do not ti me our redi rects. 
This  problem is :1\'oided by the adoption mechanism 
wi th in  the router cl uster. H <wi n g met these �1 ims,  as 
we l l  �1s fast fa i l over, we ca n j u stifiably call the result 
router c lusters. 

The Customer Cha l lenge 

A p�1rricu lar cu sto m e r, a telecom m u n i cations service 
provi d er, has an I n te l l ige n t  Sen·ices Net\\'ork <1 ppl ica
rion Lw which ,·oicc G1 1 is  can be rranstCrred to another 
operator at a d i fkrc n r  location . The da ta n etwork 

man ages the transkrL1 1 and passes i n formation about 
the cal l .  The application uses User Datagram Protocol 
( UDP ) p:1ckcts in IP 11 ith retra nsm ission fi·om the 
appl ication i tself. 

Because this appl ication req u i res a high l eve l of data 
ne t\\'Ol'k a\·a i l ab i l irv, network d esigners p la nned a 
d u p l icate n c t\\'Ork with manv paired l i n ks :md some 
mesh connections.  Particular problems arise \\ 'hen the 
human i n i tiator becomes i m pa tient if  there arc debvs ; 
however, the more critica l  req uirement was one over 
which the network d esigners had no contro l .  The 
source of the cal ls is another system rhat makes a si ngle 
h igh -level retransm ission after rive seconds. If that 
retransmission does not receive a response, the "'hole 
svstem at the site is assu med to ha\'C L1i led . This l c:Jds 
to new G11 l s  being rou ted to other scn· ice sires or sup
pl iers, and manual intervention is requ ired . 

To resolve thi s  issue,  the cu stomer  req uested a 
networking s�'stem th�lt \\'O u l d  recove r from :1 s ingle 
fai l u re in a rw l i n k ,  i n terf:1cc,  or ro u ter with i n  a ti,·c 
second period . The srand ard test ( \\'h ich both the cus
tom er and we use ) i s  to start a once- per-second pi ng, 
and to expect to d rop no more th :m fo ur consecutive 
p ing packers ( o r their response s )  u pon <Hl\' e\·c nr . T h e  
fi,·e -sccond maximum break a lso h a s  t o  applv  to �11w 
d isru p tion when the bi lcd component  recovers. 

To meet the cu stomer chal l en ge , t he route r  group 
in Readi n g  de\'e loped the router cl uster impkmcnt:l 
tion on the DECNIS. I n the next t\\'O sections, \I C d is 
cuss the bridging and routing protocols  i n  usc  �lt the  
starr of our project �111d rel ate our :1 na lysis of rhc et iS 
romer's net\\'Ork problems .  

Bridg ing and Routing Defa ult Recovery Times 

In a large network, �1 routi ng con trol protocol is  essen 
tial i n  ord er to d1·namic1 l h· d eterm ine the topologv of 
the n e t\\'ork and to de tect f1i l i ng l i nks.  Bridgi ng con
trol protocols may be used s imi larly in  sma l ler  net
works or may be used i n  com birurion with routi ng .  

Bridging and routing control protocols  often ha\'e 
fai l u re rccoverv ti mes in the order oL1 minute or more . 

A tvpical  recovery consists of a detect time d ur i n g  
which adjacent routers l e a rn  abou t the bi lurc ;  a distrib 
ution time du ring \\'h ich the kno\\' ledgc i s  shared, pos
si bi!' throughout the \\'hole nct\\'ork; and a route 
reca lcu lation time d u ri n g  whic h  3 new set of routes i s  
caJculated and passed to the forwa rd ing engi ne .  

Detection t imes arc  in the  order of tens of scconds; 
for example,  30 seconds is :1 common dctault .  ·rhc t\\'0 
most popular l i n k-stare routing con trol protocols  
i n  large IP  net\vorks :1re Ope n Sho rtest Path First 
( OSPF)2 and I n tegrated I ntermed iate Svste m - to 
I nte rmcdi�lte Svstem ( l megrated I S - I S ) -' Th ese proto
cols ha,·e di stri bution " h o l d  d O\ms" ( to l i m i t  the 
i m pact of· route tl aps ) to prevent the generation of a 
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new control message with i n  some i n terva l ( typica l l y  5 
or 30 seconds ) of a previous 011e. The d i stribution of 
the new i n formation is rapid ( tvpical h· less than one 
second ) ,  depending p ri m a ri ly  on l i n k  speeds ;md 
network d iameter; however, the d istri bu tion m ay be 

adverse ly affected by transm ission errors which req u i re 
retr:msmission . The defa u l t  retransmission ti mes after 
packet loss vary between 2 and 10 second s .  The route 
reca lcu lation typ i caJJy t�1kes l ess th:m one second .  
These values res u l t  i n  total rccoverv times after fai l ures 
( for routing protocols with defa u l t  sett ings ) in the 
45- to 90-second range. 

D ista nce vector rou ti ng p rotoco l s ,  such as the 
Rou ting I n formation Protocol ( RI P) ,4 tvpical ly take 
even longer to recover, parth• because the route com
pu tation process is  i n herentlv d istribu ted and req u ires 
mul tiple protocol exchanges to reac h  com·ergence , 
and partly because their timer settings tend to be ti xed 
at re lative ly l on g settin gs . Conscqucntlv, th ei r  usc i s  
not  fu rther considered i n  th is paper. 

S i m i larly, bridging protocols,  as stancb rd ,  use a 1 5 -
second tim er; one of the worst-case recovery situations 
req u i res three t imeouts ,  making 4 5  seconds in a l l .  
Another bridging recovery e1se requires :m u nsolic ited 
data packet from a host and this resu l ts in an indeter
minate ti me,  a lthough a ti meout wil l  c1use Hood i n g  
after a period . 

I n  lP protocols,  there is no simple \\'a\· tcJr a host ro 
detect the  fai l u re of its g:lte\\ ay; nor i s  it si m p l e  t(Jr a 
rou ter to d etect the fai lure to com m u n i cate with a 
host. In the former case, severa l m i n u tes may pass 
before an Add ress Resolution Protocol ( Al\2 )  entrv 
ri mes out a nd a n  alternari1-c gate\\·ay is c hosen ; for 
some imp leme n tations, recovery mav be impossible 
without manual  i n tervention .  Fai l ure to communiote 
with a host m :1v be the res u l t  of fai l u re of the host 
i tse l f, which is outs ide the scope or' this p roject. 
Altern atively, it  may be due to f:1i lure  of the LAl' , o r  

the router's LAN in terface. I n  this case,  there exists an 
a lternative route to the LAN through another router, 
but the routi n g  protoco ls  \\' i ll not make usc of it u n l ess 
the subnet( s )  on the LAN :1 1-c declared u nreacha b l e . 

Th is requ i res e ither m a n u �1 1  i n ten-cntion or ti mely 
detection of the LAN fai l u re by the router. 

Analysis of the Fa i l u re Cases 

The tirst task in meeting the customer's cha l lenge was 
to ana lyze the various fai lure a nd recoverv modes and 
determ ine which existi ng ma nagem en t  parameters 
cou ld be tuned to improve recoverv times. After th;l t ,  
new protocols and mechanisms could be d esigned to 
ti l l  the remaining shortcomi ngs . 

A typical net\\'ork configu ration is sb011 '1 1  in F igure I .  

The target net\\'ork is s i m i l a r  but has more sites �m d 
many more hosts on each LAN . M ;l ll\' of the s ite 
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Fig ure 1 
T1viccl l Configuration fiJr Router Cl mter Usc 

routers a re DECNIS 500 routers with one or two 
WAN l inks and t\\'o Ethcrnets . The second Erhernet i s  
used as a management rai l  a n d  a s  a red u ndant  local 
path betll'een routers one and two ( Rl - R2 )  and 
between routers three and tou r  ( R3-R4).  

I n  rhc original plans tOr the  customer network , the 
rourer c loud consisted of' groups of rou ters ar two or 
th ree ce ntral sites ;md pairs of l i nks to tl1e host s i tes. I n  
design i ng o u r  sol u tion, however, w e  tried to a l low any 
n u m bn of routers on each LAN ,  i n tercon nected bv a 
gener.1 l mesh network. For test p urposes , both \\'e and 
the cusromer used this set- u p  ll' ith d i rect R l-R3 and 
R2-R4 T l  l in ks as the n etwork c l o u d .  

·we have t o  consider  w h a t  h appe ns t o  packets travel
ing in  each direction d ming a fai l ur e :  there is l i ttle gai n 
i n  deli1 ·ering the data and losing the acknoll'ledg
ments. Since the d i rection of d ata f1ow d ocs not give 
rise to additional complications i n  the n e twork c loud,  
there ;\rc j ust t\\'O bi l ure cases : 

l .  f;l i l u rc of a route r  in the nctll'ork c loud 

2 .  F:1i l u re of a l ink in the network cloud 

We keep these cases disti n c t  because th e r:1 i l u r e  and 
rccOI'CI'\' mechanisms are s l ighth' d i fferent.  

We �1 lso need to consider  a fai l u re local to one of tiK 
LANs on which the hosts are a ttac hed . A b i l u re l1ere 
h as rwo conseq u ences: ( l )  The packets origi nated by 
the host m u st be sent to a d ifferent router, and ( 2 )  The 
response packets trorn the other host through rhe net
wod<. cloud must ;l lso be sent to a d ifferenr router, so 



that i t  can send them to the host. We break down this 
type ofta i l ure i nto the fol lowing three cases: 

3. Packets from the host to a fai l ed or d isconnected 
router 

4. Packets to the host when the router fai ls 

5.  Packets to the host when the router intert�1ce fails 

Note that we arc using the term router interface 
failure to inc lude cases i n  which the connector fal l s  
out or some fai l u re occurs i n  the  LAN local to  the 
router (such that the rou ter can detect i t ) .  In practice, 
fai lure of an in terface is rare . ( Removing the plug is  
not particularly common i n  rea l  networks but is easy 
to rest . )  Figure 2 shows these fai l u re cases; this con
figuration was also used for some of the testing. 

Recovery of a l ink that previously tai led causes no 
problems because the routers wi l l  not attempt to use it 
unti l after i t  has been detected as being avai lable . Prior 
to that, they have a l ternate paths avai lab le .  Recovery 
of a fai led router can cause problems because the 
router may receive traffic before it has acqu i red suffi 
cient nenvork topology t o  forward t h e  traffic cor
rect lv. Recovery of a router is d iscussed more fu l ly in 
the section on Interface Delay. 

Can Existing Bridging or Routing Protocols Achieve 

5-Second Failover in a Network Cloud? 

In this section , we discuss the bi lure of a router and the 
fai lure of a l ink  in the nenvork cloud ( cases l and 2 ) . 

FAILURE 1 
CASE 5 -------

CASE 4 -------
FAILURE j 

FAILURE CASE 3 

FAI LU R E  CASES 
1 Failure of a router in  the network cloud 
2. Failure of a link in  the network cloud 

The customer requested enhanced rou ting, and the 
existing nenvork was a l arge routed WAN ,  so enhanc
ing bridging was never seriously considered .  Our expe
rience has shown that the I S -second bridge timers can 
be reduced only in smal l ,  tightly control led networks 
and not in large WANs. Consequently, bridging is 
unsuitable for fast £1i lover in large nenvorks. 

For l ink-state routing control protoco ls such as 
OSPF and In tegrated IS-IS,  once a fai lure has been 
detected recovery takes place in nvo overlapping 
phases: a tlood phase in which information about the 
fai lu re is d isu-i buted to al l  routers, and a route calcu la
t ion phase in  which each router works out the new 
routes. The protocols have been designed so that only 
local fai l u res have to be detected and manageable para
meters control the speed of detection . 

Detection of fai l u re is achieved by exchanging Hel lo 
messages on a regu lar basis with neighboring routers. 
Since the connecti ons are usual ly LA.t� or Point-to
Point Protocol (PPP) ( i .e . ,  \\'ith no l ink-layer ackno\\'1-
edgments), a n umber of messages must be missed 
before the adjacency to the neighbor is lost. The mes
sages used to maintain the adjacency are independent 
of other traftlc ( and i n  a design l i ke the DECNIS mav 
be the only traffic that the control processor sees ) . 
Typical  defau lt val ues are messages at three-second 
intervals and lO lost for a fai l u re, but i t  is possible to 
reduce these. 

3. Packets from the host to a failed or disconnected router 
4 .  Packets to the host when the router fails 
5 .  Packets to the host when the router interiace fails 

Fig ure 2 
Diagt·am of" Fai l u re Cases Targeted tor Recovet·y 
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Decreasing the Routing Timers 

The detau lt timer values arc chosen to red uce over
heads, to cover short outages,  a nd to ensure that it is 
not possible tor long packets to cause the adjacencv to 
expire accidenta l ly  bv blocking He l l o  transmiss ion.  
( N ote transmission of a 4,500-bvtc packet on a 64 
ki lobit- per-second l ink takes half a secon d,  and q ucu 
ing would normal ly  req u i re more th:�n a packer ti me . )  
However, with high - q u a lity T l  or h igher l i n k  speeds 
in the target network and priori tv qu euing of Hel l os in 
the DECNIS, it is acceptable to send the H e l l os at one
second i ntervals and count th ree missed as a r:1il urc.  
( Although we have successfu l l y  tested cou nts of two, 
we do not recommend that value tor customers on 
WAN l inks because a si ngle l ink  error com bined with a 
delay d u e  to a long data packet wou l d  cause a spurious 
fai I u re to be detected. ) The settings of one second and 
three repeats were with in  the existing permitted 
ranges for the routi ng protoco ls.  

When these s horter timers arc used, it is i mportant 
that any LA Ns in the network should not be over
loaded to the extent that transm issions arc de laved . 
The network man agers should monitor  WAN lin ks 
and disab le  any l i nks that h ave high er ror rates .  Given 
the d u pl ication of routes, it is  better to disable a n d  i n i 
tiate repairs to J b a d  l i n k  tlun t o  conti n u e  a poor ser
vice. Many customers, with less contro.llcd networks 
and l ess aggressive recovery targets, have adopted the 
router cl u ster system b u t  kept to more conservative 
ti mers (such as l second and 1 0  repeats ) . 

Implementation and Testing Issues 

I n  some cases, a t:1iled link mav be detected at a lower 
level  ( e . g . ,  modem signa ls or FDDI station manage
ment)  wel l  betorc the routi ng protocol realizes that it 
has stopped getting Hel los and declares the adjaccncv 
lost. (This can lead to good resu l ts d uring resting, but 
i t  is essential also to test link-t:1 i lurc modes that arc not 
detected by lower levels . )  I n  the worst c�1sc, however, 
both the detection of a fJiJed rou ter or the detection of 
a fai led l i n k  rely on the adjacency loss and so ha\'c the 
same timings. 

Loss of an adjacency causes a rou ter to issue a 
revised (set of) l i n k-state messages reflecti n g  its new 
view of the local topology. These l i n k-state mcss:�.ges 
arc fl ooded throughou t the network and c1usc cvcrv 
router  i n  the network to recalcul ate i ts route tables. 
However, because the two or more routers will nor
mally time out the adjacency at  ditTcrent times, o11c 
message arrives first and cause s  a premature n:calcula
t ion of the tables. The refore it may requ i re a subse
quent recalculation of the route tables before a new 
two-way path can be uti l i zed. We had to tunc the 
router implementation to make s ure that subsequent 
recalcu lations were done in a speedv manner. 

During initial testi ng of these parameters, we discol·
ered that fai lure of certain routers represented a more 
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serious case. Howe1'er d iscussion of this is deferred to 
the later section The Designated Router Proble m. 

O ur target ti1T seconds i s  made up of three seconds 
tor the bi lur e  to be detected , leaving two seconds for 
the i n f(mmrion about the fai l u re to be flooded to a l l  
routers a n d  tor them to recalcu.late the ir  routes. 
Within the segment of the network where the recov
ct·v is  req ui red , this has been achieved (wi t h  some tun
i ng o f  the software ) .  

Recovery from Fa i lures o n  the LANs Local to the 
End Hosts 

The prc1·ious section shows that we can deal with router 
fai lure J.nd l ink bilure in the network clou d (cases l and 
2 ). Here we consid er  cases 3, 4, and 5, tl1ose that deal 

with t:li lures on the LANs local tO the end hosts. 
From the poi nt of view of other routers, a t:1 ikd 

router on a LAN ( case 4) is idc11tiul to a fai l ed router in 
the network cloud ( case l ) : a router has d ied , and tbe 
other rou ters need ro route around it .  Fai l u re case 4 
tllerdorc is remedied b)' th e ti mer adjustments 
described in rbc previous secti o n .  Note that these timer 
adj ustments arc an i ntegral part of the LAi'J so lution, 
because tbcv allow the returning traffic to be re- routed . 
These rimer adjustments c<Jnnot work p ropcrlv i f  the 
LAN parts of ro uter  c lusters arc using an inappropriate 
routing control p rotocol such as RJP', whi c h  takes up 
to 90 seconds to rec01·er from t�1i l ures . 

Detecting LAN Failure at the Router 

A solution ro case 5-packcts to the host when the 
router i n ter race bils-tor TP req uires that the router 
c:tn detect a bi l urc of its interface ( for cxarnp.le,  that 
the p l u g  has been remove d ) .  If the LAN is an FD DI,  
th is  i s  trivi a l  a nd \'irtu a l l y  instantaneous because con 
tinuous signals on the ring indicate that it is worki ng 
and the inrcrtacc d i rectly signals fai l ure .  For Ethernet, 
we fKcd J number of problems, partly due to our imple
mentation :m d partlv due to tl1e nature of Ethernet itself 
We tormed a small ream to work on this problem alo11e. 

Because of the v<u·iety ofEtl1ernet interf<Kes that might 
be attached, tl1crc is no ctirect indication oftailure: only an 
indirect one bv fai lure to su ccessfi.tl ly transmit a packet 
within a one-second interval .  For maximum speed, the 
DECN IS implementation gueues a ring of eight buffers 
on the tra nsmit intertace and docs not check tor errors 
until a ri ng slot is about to be reused. This means tl1at an 
error is o n lv detected some time after it has occurred , con
suming much of our five -second budget. 

The control software in the DECNIS management 
processor has no direct kn owledge of data traftl.c 
because it passes di rectly between the l i ne cards. 
Thcrctorc it sends test packets at regular in tervals to 
tinct ou t i f th c  in terface has fai led . By sending l arge test 
p<lckcts occupyi 11g many buffers, i t  ensures that the 
ring circubtcs and errors are d etecte d .  I n i tia l ly, we 



redu ced rhe r imers and i ncreased rhe fi-e q u encv of rest 
packets to be ab le  to detect i n terface fa i l u re within 
three seconds.  (The rest  packets have the sender as 
desti nation so that no one receives them and, as usual , 
more than one h i l u re to transmit is req u i red betore 
the i n terbce is  d eclared u n usable . )  

This in itia l  sol u tion caused several problems when i t  
was deployed ro a wider customer group;  w e  had more 
complaints than previously about the bandwidth con
su med by the rest messages and,  more seri ouslv, a 
n u m be r  of instances of pre,·iously working networks 
being reported as u n u sable .  These proble m  net\\'orks 
\\'ere either exceprional lv b u sv or h ad some otherwise 
undetected hardware p ro b l e m .  Over ti me, the net
works with hardw:1re problems were fixed , and we 
mod ified the ti mers to avoid hlse triggering on very 
busv networks . Clearly, the th ree-second target 
required more thought. 

Se,·eral e n h <mcements h a\'e since been mad e .  First, 
the t imers are user configurabJe so that the network 
managers can trade off between :1ggressive recoverv 
ti mes, bandwid th used , and E1lse detection . Second , 
the test packet ge nerator takes i n to account  other 
packets sent bv the control processor such rJ1at thev 
are onh· sent to the size and extent req u i red t-o r the 
total traffic to cause the ri ng to c i rc u late.  This is a sig
nificant impro\'cment because rhe aggressive routing 
timers di scussed previously cause Hel lo pac kets to be 
sent at one-second i n tervals, which is otten suft[cienr 
not to require ex tra test packe ts. Th ird , the l i ne card 
provides ex trJ ked back to the control program about 
pac kets recei,·ed and the tra nsmission of packets not 
origi nated bv the control processor. This teedback 
gives a n  indication ofsuccessh_t l operation even if some 
transmits are �ai l ing.  

Re-routing Host Traffic When a Router or Router 

Connection Fails 

Case 3 was bv J-a r the most d i ffic u l t  problem to soh-c . 
I P does not pnl\'ide a standard mechanism to re-route 
host traff-ic when J router fa ils, a n d  the only method 
in common usc ( snooping RlP messages in the 
hosts) is both "deprecated" by the RFCs and has tl xcd 
45 -second t im ers that ex ceed our recoven· targe t .  
Customers ha,·c a \\ ' ide range o f  I l '  impl eme ntations 
on their hosts, and rel i ance on nonstand a rd featu res is  
difficu l t .  The particu lar  target application t-or this work 
ra n on perso n:�[  computer systems with a third- party 
IP stack, and we obtained a copy r(>r testi ng.  Such I P  
stac ks sometimes do not have sop histicated recO\·ery 
schemes and discussion with various ex perts led us to 
be l ieve that  \\·c should not re lv on anv co-operation 
t-rom the hosrs. 

Among other objectives, we wanted to be i n d e 
pendent o f  the rou ting control protocol in use ( i f  any ) ,  
to permit both a mesh stvle o f  networki ng and more 

than two rou ters in a c l u ster, and to continue to route 
traffic by reasonab ly  optimal ro utes.  In addition, we 
wished to not confuse network management protocols 
about the true identitv of the rou ters involved �md ,  
i f  poss ib le ,  to share trafflc O\'er rhe WAN l i n ks where 
appropri ate. 

Electing a Primary Router 

In o u r  sol u tion, rhe ti rst req uirement is tor other 
routers on the LAN to detect that J router has railed or 
become discon nected , and to h ave a pri marv ro uter  
e lected to org:\ll ize recoven'. This  is  ach ie,·cd bv :� I I  
rou ters broJdcJsting packets ( ca l led  I P  Stand bv 
Hel los)  to other routers on the LAN e\·en' second . 
The highest priority ( with the h i ghest IP address 
breal<.i ng ties) rou ter becomes the pri marv rou ter, and 
fai l u re to receive IP Standbv H e l los from another 
rou ter for 1 1  seconds ( three is the dda u l t )  causes i t  to 
be regarded as d isconnected . This condition ma\' 
cause the sel ection of a new primary rou ter, which 
would then init i <He recoverv to take traftic on behalf  of 
the d iscon nected router. 

The IP Standby Hel los are sent as " a l l  routers multi
casts" and therefore d o  not add add itional load to 
hosts . They arc UDP datagrams' to a port \\'c regis
tered �or this purpose ( d igita i - \Tc;  see rJ1e I n ternet 
Assigned N u m bers Authority I lANA] on-l ine l i st ) .  
The routers are manual ly con figur ed wit h  a l ist o f  :1 l l  
routers i n  the c luster. To m J kc contlguration easier 
and less error prone, the l ist  on each router  inc lu des 
itseU� and hence an identical set ofcontigurarion para
m eters can be used tor all the ro u ters in a cluster. 
Au tomatic con�igu ratjon \\'as rejected because of the 
problem of knowi ng which other rou te rs should ex ist. 

Function of the Primary Router in ARP Mode 

O u r  fi rst attempt ( ca l l ed ALU' Mode ) uses a r:1 ke I P  
add ress ( o ne per subnet for a LAN \\ ith m u lt ip le  sub
nets ) ,  w h ich the c urrent prirnarv router adopts and the 
h osts have conf-igured as their d c b u l t  rou ter. The pri
mary router retu rns its own mcdi�1 access con trol 
( MAC ) add ress when the hosr broadcasts an A IU> 
req uest ( u sing rhc standard ARP protocol") tc)r rhc 
ra ke IP add ress and thus takes the traffic from the host. 
After J bi l u rc ,  a newlv e lected primarv rou ter broad 
casts an A RP request containing rhe in f-ormation tlut 
the f:1ke I P  add ress is  now associated with the new pri
mary router's MAC add ress. This causes the host to 
u pdate i ts ta bles and to forward �1 l l  rraftic to tht: new 
primarv router. 

The send ing of TCM P redi rects' bv rhe rou ters has to 
be disabled in ALU> mode . Redirects sent bv a rou ter 
wou ld uuse hosts to send traffic to an ! P  ad dress other 
than the fa ke J P  add ress con trolled by the cl uster, and 
recovery J-i-om El i l ure of that router wou l d  then be 
im possi b le .  Disab l ing red irects causes an add i tion:�! 
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problem . I f  the pri marv router's WAN l i n k  fai ls ,  a ll the 
packets have to be in effici ently t(Jrwarded back over the 
LAN to other routers . To avoid this prob l e m, we i ntro
duced the concept of monitored circu its ,  whereby the 
priority of a router to become the primarv depends on 
the state of the WA..t'\J link. Thus, t he pri m<� rv router 
changes when the WAN l i n k  fai l s  ( or a l l  the l i n ks ta i l  i f  
there are several ), a n d  tl1e hosts send the packets t o  the 
new pri mary ( whose WAN l ink is sti l l  intact ) .  

A RP  mode has a nu mber o f  dis<ld\\lntages. l t does 
not necessari l y  usc an optim u m  route when the WAN 
l inks torm a mesh ratl1er tl1an the simp le pair case , 
because redi rects have ro be d isabled . The monitored 
c ircu it  concept  works onlv on the first ho p fi·om the 
router; more d istant fai lures cannot change the IP  
Sta ndby p riotitv and 11l<1Y resu lt i n  inefficicllt routing:.  
Most se tiol!Siy, tlK ru les 1:or hosts acti ng on i n formation 
i n  ARP requests h ave only a "suggested implementa
tion" status in the RFCs, and we found several hosts that 
did not change when req uested. or were , ·erv slow in 
doing so . ( Note thJ.t we did consider broadcasting an 
AlU) response, but there is no a l lowance i n  rbe specif-ica
tions for tl1 is  message to be a broadcast packet , \\'hereas 
an ARP req u est is  norrnal l v a broadcast packet . )  

MAC Mode IP Standby (to Re-route Host Traffic) 

To solve these problems, we looked t<.x :1 mechan is m 

that  d id n ot relv on any host partici p:t tion .  The resu l t 
\\'as what we termed MAC mode . Here,  eKh rou ter 
uses i ts own IP address ( or addresses t(>r m u l tiple s u b 
nets) but ans\\ 'ers A� requ ests with one o f  a group of 
special J\ti.AC ad d resses , con figured t<x each rou ter  as 
part ofthe rou ter c l uster conf-igu rat ion . When ::1 router 
fails  or becomes d iscon nected. , the pri m ar y ( or the 
newly elected primary ) rou ter adopts the ta iled router. 
By adopt, we mean it responds to ARP requ ests for the 
fai led router 's IP add ress with the b i l cd router's spe
cial MAC ad d ress , and it recei,·es and t(Jr\\·ards J. l l  
packets sent to the b iled router's special M A C  address 
( i n  add ition to traffic sent to the prim:�ry rou ter's own 
specia l MAC add ress and those of ;my other tailed 
routers it has adopted ) . 

The immediate advantages of J'v1AC mode are that 
ICMP red i rects can conti n u e  to be u sed , a n d ,  p ro,·id 
i ng the red i rects are to routers in the cl uster, the fast 
fai lover wi l l  conti n ue to protect :�gai nst fu rther tai l 
u res .  T h e  mechanism is  complete l y tr:1 11sparent t o  t h e  
hosr. In  a cl uster w i t h  more than two ro ute rs , t h e  pri
mary rou ter wil l  use redirects to cause traffi c ( resu l ti ng 
ti·om fa i lu re ) to use other routers in the cl uster if thev 
have better routes to specific d esti n a tions. Thus mu l ti 
p l e  rou ters in  a c l us ter a n d  mesh llct\\'orks are sup
ported .  This a l so sokes tl1e pro b l em of hosts n ot 
t i m ing out red i rects ( a n  omission com mon to manv IP 
i mp le mentations derived from BSD ) , because the red i 
rected address has  been adopted . 
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In MAC mode, the hosts are con figu red with the IP 

add ress of any rou ter in the c l uster as the default gate
w;w. (The concept that i t  does not matter w h i c h  router 
i s  chosen i s  one of the ha rdest for users to accept . ) 
Som e load shari ng can be ach ieved by se tt.i ng different 
addresses in di tkrent hosts . 

Si nce tl1e DECNIS is a bridge router, i t  has the cJ.pa
bi l i tv to receive al l  packets on Eiliernet and many MAC 
addresses on FDD ! ;  thus a l l packets on a l l  t he specia l 
MAC add resses are seen bv al l rou ters in the c l uster, 
and its own and. those of any adopted routers are for 
warded.  The spec ia l MAC add resses used arc those 
associated with the un us�:d DECnet area 0. Thev are 
idea l  because the\' are part of the local l v  admi nistered 
group �md ha,·e i m p l e mentation effic ienc ies in  the 
DECNIS because the DECnet h i -ord ( AA-00-04-00 ) is 
a l ready decoded , and thev :u-e 1 6  add resses differing i n  
on e nibble only ( i . e . ,  AA-00-04-00-0x-00, where x is 
the hexadecimal i nd e x  or· th e ro uter in the c l uster) . 
Note that A� requests sent bv the rou te r m ust a lso 
conta in the spec ia l MAC add ress i n  the sou rce hard 
\\·;m: address field of rhe A� packet, otherw ise the 
hosts ' ARP ta bles rn::l\' be updated to contain the \\'rong 

MAC add ress. 
MAC mode has m i nor d isadvantages . Init ia l lv, it is 

e<lS)' to spread the load over a n u m ber of rou ters; how
ever, this can be lost a lter red i rects . In add ition , a smal l 
chance of packet d u p l i cation exists d u ring recoverv 
because there ma\' be a short p eri od when both 
routers are recei,·i ng on the same spec ia l MAC address 
( 11· h ich  does no t happen in AlUJ mode because the 
host ch:mges the l'd AC: address i t  is usi ng ) . This i s  
prefe ra bl e to a period when no router is  rece i vin g  on 
rhat address . 

Interface Delay 

Reccntll', \\·e added an i n terrace d eJ a\' opti on to ame 
l iorate a situation more l i kelv to occ u r i n  l arge net
works . Jn tl1 is s i tuation,  a router, re boot ing after a 
power loss, a reboot, or a crash , reacqu i res i rs special 
MAC add ress bdcJ t-c it has received all of the ro u ti ng 
updates ti·om nei ghbor i ng routers and thus d rops 
r�lckets sent to it ( o nd worse, returns " u nreach:Jb le"  to 
the host) .  Tvpical lv, the main LAN i n iti a l ization wo uld 
be d e Ll\'ed t(Jr 30 seco nds wh i le rou ti ng table updates 
were received m·e r the WAN i n terfaces a n d  an \' other 
LA N interfaces. The bac kup conti n u es to operate d u r
i n g  this  30 seco nds.  ( Note that with I ntegrated IS - IS ,  
we cou ld. have de l ayed IP on t h e  whole router, b u t  we 
did not do this beca use it would not have worked for 
OSPf, \\' hich requ i res !P to do the u pdates . ) We use a 
fi xed configurablc time rather than a ttem pt i ng to 
de tec t the end of u pd::1tin g, becau se determ in i n g  com
p le ti on is di fficu lt if the network is in a stare of fl u x  or 
the router's IVA N l i n ks are down . 



Redirects and Hosts That Ignore Them 

When a router issues an ICMP red irect, the RFCs state 
that i t  must inc l ude its own I P add ress in the redirect 
packet. A host is req uired to ignore a redirect received 
from a router whose IP add ress is not the host's next 
hop address for the particular destination address . 
Th erefore, it is necessary to ensure that the address of 
the fai l ed router is  correctly i ncluded when issu ing a 
redirect on its behaiL I n  the DECNIS implementation, 
because the desti nation MAC add ress of a received 
packet is not avai lable to the control processor, the pri 
mary router can not tel l  wbetl1 er a redi rect has t o  be 
issued on be ha lfofitselfor one of the adopted routers. 
The primary router therefore issues m u lt iple redi 
rects-one for each adopted router ( i n  addition to its 
own ) .  Since red irects are rare, this is not a problem, 
but they cou ld  be avoided by passing the MAC desti 
natjon add ress oft he original packet ( o r  j ust five bits to 
f1ag a special MAC address and say which it is) to the 
control processor. 

It is contrary to the basic IP rules fo r hosts to ignore 
redirects 8 Despite the r u les, some hosts do ignore 
redirects and continue sending traffic which has to be 
sent back over the same LA..l'\1 .  These cause problems in 
a l l  networks because of the load, and, in t he DECNIS 
i m plementation,  because every time the l i ne card rec
ognizes a red irect opportunity, it signals the control 
processor to consider sending a red irect. T h is may 
happen at data packet rates and is a severe load on the 
control processor, which slows down processing of 
routing upd ates and might then cause our five-second 
recovery target to be exceeded . 

To red uce the probl ems caused by hosts ignori ng 
red irects, we i m proved the i mplementation to rate
l i m i t  the generation of red irect opportunity messages 
by the l ine cards. We also recommend in the d o cu 
mentation that, wh ere i t  is known that h osts ignore 
redirects (or their generation is  not desi red) ,  the 
routers be conn ected by a lower-cost LAN than the 
main service LAN (such as the manage ment LANs 
shown in Figure l ) .  Normal ly, this would mean li nk
ing (just) the routers by a second Ethernet and settin g  
i ts routing metric so that i t  is preferred to the majn 
LAN for packets that would otherwise traverse back on 
the mai n  LAN to the other router. This has t\vo advan 
tages. S u c h  packets d o  not consume double band 
width and cause congestion on the mai n  LAN, and 
they pass only through the fast-path parts of the 
router, which are we l l  able to handle fu l l  Ethernet 
bandwidth. 

In  MAC mode,  it is also possible to define a router 
that does not actually exist ( bu t  has a n  IP address and 
a special MAC add ress) and is  adopted by another 
router, depending on the state of monitored WAN cir
cuits .  Setting this as the default gateway is another way 
of coping with hosts that ignore red irects . 

Special Considerations for Bridges 

We do not recom mend pu tting a bridge or layer 2 
switch benveen mem bers of a router cl uster, because 
du ring failover, action wou ld be required from the 
bridge in order for the primarv router to receive pack
ets that previously were not present on its side of· the 
bridge_ We can not rel y on this bei ng the case, so we 
must h ave a way of al lowi ng bridges to learn where the 
specia l  MAC add resses cu rrently are . M ore impor
tantl y, if bridges do not know where the special MAC 
addresses are, they often use much less efficient ( H ood 
i ng)  mechanisms. 

For greater trace abil ity ( a nd simpler implemen ta 
tion ) ,  w e  use t h e  router's real MAC add ress a s  the 
source address in data packets that i t  sources or tor
wards.  We use the special  MAC add ress as the source 
address in the I P  Standby Hellos.  Since the Hel lo is  
sent ou t as an lP m u lticast, it  is see n by a l l  bridges or 
switches in the local bridged network and causes them 
to learn the location of the address ( whereas data pack
ers might nor be seen by non - local bridges ) .  Since we 
are sending the Hel los every one second anyway, there 
is no extra overhead.  

vVhen a pri mary router has  adopted routers, it cycles 
the source MAC address used for se nding its Hel lo 
bet\veen its own special MAC add ress and those ofrhe 
adopted routers. We also send out an additional Hel lo 
i m mediately when we adopt a router to speed up 
recognition of the change. 

Since the same set of special  MAC addresses is used 
by al l router clusters, we were concerned that a bridge 
that was set up to bridge a non - l P  protocol ( e .g. , local 
area transport [ LAT] )  but not to bridge IP,  might be 
confused to see the same special MAC add ress on 
more than one port. (This has been observed to hap
pen accidenta l l y, and the res u l tant meltdown has led 
us to avoid any risk, however slight, of trus happen 
i ng.)  H e nce we make 16 special MAC addresses ava i l 
a b l e  an d recom mend t o  users that they al locate them 
un iquely within a bridged domain,  or at  l east use dis
joint sets on e i ther side of a bridge. 

The Desig nated Router Problem 

vVhile testi ng router fai lures, we discovered addition:d 
delays d uring recovery due to the way in which l i n k
state protocols operated on LANs.  In these cases, the 
fai l u re of routers not hand l ing the data packets can 
also result i n  interru ption of service due to the control 
mechanisms used . 

For efficiency reasons i n  l i n k- state routi ng proto
cols, when several routers are con nected to a LAN , 
they elect a designated router  and the routi ng proto
cols txeat the LAN as h aving a s i ngle point-to-po i n t  
connection between each real router a n d  a pseudo 
router mai ntained by the designated router ( rather 
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than cotlnections ber11·een a l l  the routers ) .  The desig
nated rou ter issues l ink -st�1 te packe ts on beh�1 lf  of the 
pseud o router, s h owing i t  �1s havi ng con nect ions to 
each rea l router on the l oc1 l LA� ,  and each router 
issues a l i n k- state packet sh owing con nection ro the 
pseu d o  router. This mech�1 n ism opcr�1tes in �1 bro�1d lv  
s imi lar \\'�\\' in borh Integra ted IS- IS  and OS P r: ;  the 
p r i m�m· d i Ftere ncc being rbar th e OSPI- e lection 
e x h i b i ts hysteresis ,  thus m i n imizi n g  u n n eccss�1rv des
igna ted router changes. 

For ro u ting ta b le  calcu l �1tions,  a n·�1 n s i t  path o1 n the 
LAl'-J is t�1ken From a rou te1· to th e fl<'e u d o router and 
then to �mother router o n  the LAN.  H e n ce �111 \' c lunge 
in  pse ud o router sLltus d i sru p ts ca lcuL1tion ofrhe net
work map. 

When a d esi gn�ued route r tai l s ,  a slew oF u pdates 
occurs; each rou rer  on the LA� l oses rhc adjacen c1· m 
the old des i gnated m u ter �1 11d issues �� 11 e11 l i nk -s tate 
p <Kket .  Next,  the new desi gnated router is  e l ected 
(or i n  the case oF OSPF, the backu p  designated m u te r  
takes m-e r ) ,  a n d  e�1 c h  rou ter issues ,1 l i n k-st �ltc fl<Kker 
showi n g a l i n k  to it. In p�1r: d l e l ,  the n e11· d es i g n ated 
rou ter issues <1 set o f  l i n k -state packe ts sho11 i ng i rs 
co n ne ct ions . This  is a ne11 rou ter on the  netln >rk �•s 
hr as the other rou ters arc concerned ; the o l d  d esig
nated router stavs, disconnecte d ,  in the ta b l es r(>r  as 
long as 20 m in utes ro an h o u r. Th i s  h ,1ppen s  �lt le1 el  I 
•m d at l cl·el 2 in I n tegrated I S - IS ,  res u l ti ng i n  tll ' ice 
as manv u pda tes .  The i n te racti ons �l iT co m p l ex ; in 
genera l ,  th e1· resu l t  in the se nd i n g of mu l ti p l e ,  ne 11· 

l i n k-stare mess�1ges . 
Apart  h·om the p ure di stri b u tion a n d  process ing 

problem of these updates a n d  nn1 .l i n k -sure p�1 ekets, 
there a 1·e deliberate dcLws added . A m i n or one is  th�u 
u pd ates in  In tegrated I S - I S  arc rare - l i m i ted on LANs 
( to m i n i m ize the  poss ibi l ir�· of mcos.1ge loss ) .  A llLljor 
une is rhat �1 pa rti cu .la r J i n k-sra te p ac ke t c111not be 
u pdated ll' i th i n a hol d in g r ime from �� pre � · i ous u pdate 
( to  l i m i t  the n u m ber of messages <1Ctual lv g:e ncL1ted ) .  
The d e b u l t  h o l d i n g  t ime i s  3 0  seconds i n  I n rcgr.1ted 
IS- IS;  i r  em be red u ced to I second in the e 1  e nt 11-c 

r(>u n d  th at the best sol u tion 11'<15 ro a l l o\\' as manv as 1 0  
u pdates i n  a 1 0 -secon d peri od . The reason r(Jr th is is 
that the rl rst u pd ate usu�d h· (()l\t�1 i n s i n t(>rmation 
about the d i sconnection and i t  is h i ghlv d esi ra b l e ro 
get the u pdate ll'i th the con ncction om �1s bst •ls poss i 
b l e .  In add i tion, 1 1 1  th e 11· i d er nef\1 .< > 1 -k, �1 1 1  u plbtc can 
overtake <1 nd repl ace a pre1· ious o n e .  

W i t h  OSl'F, the protocol ddl nes •1 n1mi m u m  hol d 
i 1 1g  t ime o ft),·e seco nds, " hich  l i mi ts the rec01 en· time 
when the d es i gn ated ro uter tai l s .  The tJrgct cus
tomer's network \\'Js using l n regrZ�tcd I S - I S ,  and so ll'c 
'' ere a b le to ach ie1 e the r] ,  c -sccond 1·e c01 e n ·  e\-en 

ll'he n  the design�1tcd router  E1 i l e d .  ( Note tiLl t  with 
two routers, one m u st be the desi gn�ued ro uter  so it is 

nor �' ure case . ) \Ve h�11 c nor,  so rar, fe l t that it is 
ll orth ll ' h i l e to b reak the ru les Lw �1 l lowi n g a shorter 
ho l d i ng t ime fm OSPF. 

Co ncl usions 

\Vc su ccessfu l h· designed <llld i mp le m e nted router 
cl u ste rs r(Jr the DEC:� I S  muter ll itb shared IH>rklo,ld 
and i mc rr uptions ;1fte1· bi l u res of l ess than hve secon ds 
i n  both LA� .1nd \VA.N c rl l ' i ro n m e n ts. This  capabilitl' 
h :1.s been d e p lm ed in the prod u c t  si nce the m i d d l e  of 
1 99 5 .  An T m(rnet E 1 1 g,i ne er i n g Task Force ( I ET I-' ) 
gro u p  i s  c u rre nth' atte mpt in g ro produce a standa rd 
protocol to meet this  need .'' 
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Shared Desktop: A 
Col laborative Tool for 
Shari ng 3-D Appl ications 
among Different 
Wi ndow Systems 

The DIGITAL Workstations G roup has desig ned a 

software appl ication that su pports the sharing 

of three-d i mensional  g raph ics and audio across 

the network. The Shared Desktop appl ication 

enables the col laborative use of any appl ication 

over l ocal and l ong-d istance networks, as well 

as i nteroperation among Windows- and U N IX
based computers.  Its s i m ple user i nterface 

em ploys screen capture and data compression 

tech niq ues and a h ig h-level protocol to transmit 

packets using T CP/IP over the Internet. 

i ) i� inl  Tcchnic:ll )ou m.ll 

I 
Lawrence G .  Palmer 
Ricky S. Palmer 

An adi -�1JKcd product de1·d opme nt effort u nderta ken 
Lw gr�1phics  engi neers in the DICITAL Workstations 
Croup led to the creation of a new som\'Jre appl ication 
ca l led S hared Desktop.  One project goa l was to e nable 
co l l abor,nion ,1mong users of three-d i mensional  ( 3 - D )  
g1·aphics wmkstations that r u n  e ither the UNl X o r  the 
Windo11 s  i\'T operati ng S\'Stem.  Another goal \\'as to 
a l low these users to access the h igh-perr<:mnance 3 -D 
cap�lbi l i tics  of t l lC ir o rtice worksta tions ri-om their  
laptop com pu ters or home- based personal  com p u ters 
( PC:s ) tha t  run  the Windows 95 svstem ami do not 
h :t\T 3-D graph ics hardware . This goal  necessitated 
a cross-operating-s,·stcm appl ication th �n could effi
cie nt!�' and ctfectin·h· hand le  3 -D graph ics i n  rea l  t ime 
�md sh�1re these graph ics w i th machines such as l aptop 
computers �md PCs . 

In this p:tper, 11·c begin with a discussion of the software 
cu rrm tlv a1·�1 i l able r(lr computer col labor:ttion. We then 
d iscuss the de1 clopment of the Shared Desktop applica
tion,  r(Kusing on the user int erf:lCe, protocol spl i tting, 
screen captu re �md d �lta handli ng, �md dissimi lar !Tame 
buftcrs. \ Vc conclude ll'ith sections on JdditjonaJ uses and 
h1tu re di 1n:tions ofthe Shared Desktop prod uct. 

Cu rrent Colla boration Software 

Computer  co lhboration mav be ddi ned as the i nterac
tion betll 'ccn computers Jnd t h e i r  human users over a 
local or long-d istJnce network. I n  genera l ,  i t  i nvokes a 
tr�msfcr of tntu�1 l ,  g;r�1 p h i cal , a u d i b l e ,  and visua l  i n for-
111<1t ion ri·om one co lbborator to �mother. The parti
cipan ts s lurc contro l  i n formation e i ther  Lw means 
o f  com pu ter gcnnated synchron i zation e1·en ts or bv 
human voice �md visu<1 1 mm'e m e nt . '  

Spec i rica l lv, com p u ter  col laboration invo lves com
m u n icat i ng;  <l l ld shar ing d atJ among p�1rtic ipants who 
can be loc1tcd a111where in a bui ld ing, a cin·, a countr\', 
or the 11 01 'i d .  E�Kh partic i pJnt has e i ther a l'C ,  a work
s�1t ion,  o 1· <l hprop computer. Some machines contain 
3 - D  [!;IA>h ics �1cbpters wi th hard \\'JIT accel eration.  
( Comf•u ter· .1 idcd des ign/ com purer-ass isted m a n u 
flctu r ing I CAD/C:Aiv! ] appl ications l i ke Parametric 
Tec lmolos>�' CorpoLltion 's [ PTC ] Pro/ENCINEER 
usc hardll'are accele rators through OpenCL' or 



D i rect3 D' progrJmming protocols . ) Other compute rs 
do not con L1in 3 - D  <Kce lerJtor boards and pro1·ide 3 - D  
cap<lbi l i ties th rou gh software -only routines on two
dimensional ( 2 -D )  hardware. In a typical collabora tion, 
a person II'Jnting to shJre a speci fic 3 - D  graphical  d is
pia\ ·  of a p<lrt or model te lephones others to d iscuss the 
d esign i n  progress. After the i n i tia l  con t<Kt, the col lab
orators rn:1y conti n u e  the te lep hone ca l l  or switch to 
the audio fu nction of the :�ppl ication . The graphics part 
appears on e<K h  particip<mt's screen a long with Jssoc i 
ated ked1o:1rd and mouse c1  cnts . As the coi !Jborators 
d iscuss the II'Ork, the1·  ma1· each interact ll' i th the d is
play to highlight, rotate, :md clJJ.nge the l ook or design 
of the 3 - D  parr. In this wJy, even though the partici
pants a n :  scp<lrated by some distance, thev nlJy interact 
as i f thel' ll'ere al l  s i tti ng :�round a table 11·orki ng, con-
1-ersing, <lnd designi ng the 3-D part. 

C u rre n t  softw:�re th:n bci l i tatcs com p u ter- based 
col l a bor:Hion runs through a range ofcap:1b i l i ties ri·om 
the earl iest fcm11s of e lectronic mail to the most recent 
oHe ri ngs of complete col laborarj,·e sh<l ri ng of the 
computer. E\Jmp lcs i n c l u de \Vi nFramc technolog1· 
rl·om Citrix SI'Stc ms, I nc . ,  Neu'vleeting ri·om M icrosoft 
Corporation, Netscape Communicator from Netscapc 
Com m u nicuions Corpor:Hion,  and other products 
ri·orn S u n  Microsystems, Hewlett- Pack:lrd , and Si I icon 
Graphics I nc .  These p:�cbgcs offer  l cl·c l s  of compu ter 
sharing and col labor:� tion h·om 1 · ideocon krencing :md 
fi l e  shari ng ro fu l l  appl ication sharing. E:�ch i m plemen
tation runs on specifi c  oper:�ti ng systems.  AJ though 
thcv usc l'<lrious u ndcrlving com m u nic1tion protocols, 
most rece n t  designs ll'ork o1·cr local arc�1 :�nd wide are;� 
net11·orks ( LANs/WAL'\s ) ,  i nc l u d i n g  th e I mernet.  for 
example,  the NctMecting prod uc t provides confcr
encing tools l i ke chat, whiteboard , ri le  tr:msrcr, audio 
:�nd l ' ideocon krenci ng,  :md non-rea l - t ime,  sc lectcd 
ll'indoll' 2 - D  :1pp l ic1tion shar ing mu T l 2 0 protocols 
l avcrcd on the Tr:�nsmission Contml Protoco l/ 
I nternet Protocol ( TCP/I P ) . ' NetMcctin g  runs onlv  
on M icrosoft p latforms ( Wi ndows 95 J nd Windows 
NT operati ng svstems ) .  The current products are defi
c ient ,  holl'cvcr, i n  that thev do not su pport m u ltiple 
operating SI'Stcms,  do not operate i n  rc:1 l  t ime, and do 
not share 3 - D  graph ics . 

User Interface 

I n  this section,  ll'e descri be o u r  c hoice of a s imple  user 
i n te r face r<x the sh :1ring aro of a desktop :m d  our 
design of the Shared Deskto p  Ma nager for cl ient
server computing. 

Manv col l a boration too ls ror sh:1r ing computer  
i n formation ( graphical desktop, ke\·bo<l rd ,  mouse , :md 
audio or·:� given compute r )  ll'ere complete s�·stems and 
requi red too much efft>rt o n  the part of the users just 
to leJrn how to share i n formation .  A fOcus on learning 
collaboration tools ofte n req u i res users to become 

e\perts i n  the col laborJtion soft\\'are r:Hhn th:m i n  the 
appl ications that they lll<ll' sh<l re .  Since the 1·,1 rious 3 - D  
graph ics packages t h a t  needed t o  be sh:�rcd II'Crc com
pl icated in  themselves, we decided ro i m pl ement a 
s i m ple  user i nterrace i n  the Shared Deskto p  Jpplica
tion thJt nearh· all aud ie nces could easi h· lc:1rn and usc . . . 

In the Sh:1red Deskrop design,  11 c dcsign:ned part 
of the desktop screen as '' sharing <l rc:\ . G raphics 
objects such as i cons and appl ications l ocated within 
the sharing area can be ,Kccssed by a l l  confe rence 
particip:�nts .  To share a ne11  appl icnion , '' p;� rticip;� n t  
mo1·es the appl ication i n to the s h a r i n g  <lrea .  To 
remo1·e :�n <lppl ication, a participant moves i t  outside 
the sharing are a .  I f  t he sh<lri n g  area encompasses the 
entire desktop of the initi ating participant,  all Jppl ica
tions :�re sh :1 red. \Ve used st:mdard pu .l l -d o11·n menus 
:md 11·idgcts prm·ided lw either the U � I X  X Motif 
too l kjt or the M:icrosott Wind oil's l i braries. We named 
the sluring area the "viewport" ; i t  is  l' icwcd on the 
desktop :1s :1 user-defi ned « rca  of rcccmgular  s ize and 
location . Ani' gr:�p hica l  o bj ect placed i n to the l'ic\1 -
port is 111<l rkcd as shareable ll' ith c l ient  users i n  a co l 
l a boration . We d esigned the 1'ie\1pon s o  that i t  is 
al ways o n  the bottom of a given stack of wind ows o n  a 
desktop. Thus, when ShJred Desktop is min imized, so 
is  its l'icll'port .  The objects th::lt h:�d been ll'i th in the 
1ie\\'porr arc returned to the i n i tiator's desktop <1 n d  <tre 
no longe r  sh,lrcd . vVith a quick  m i n i m i;ation, the 
server colh1borator can pause <1 111' shari n g  thJt was i n  
progress withou t d iscon necti ng tt·om the c l ient  users .  

figure l i l l ustrates a U \: I X  seri'Cr ll' i th <l Shared 
Desktop 1·icwpon connected ro se1·er<1l c l ient  s1·stems.  
The sen·er's 1 · iell'porr cont<l i n s  no sh,l red objects 
with i n  i ts confi nes, and each cl ient screen s hows a 
viewport rece ived fro m  the server. 

The viewport can be set to represent the enti re visi
ble desktop, or it can be set to equa l  on h· the size of a 
gi1·en :� p p l i cnion on the scree n .  Acccml i ngh·, a user 
who is JCti ng JS the sen·er can determ ine holl' much of 
a given desktop to s hare among the c l ient  col labora
tors. The concept of a viewport is  valu<lb lc  because the 
principal coll abor:�tor ( at the s..::r1·e r )  em quickil' glance 
at tbe screen ;md d eterm i ne 11 hat to Glpture and send 
to other participants . ( T he objects and appl ications 
sent ti-om the server Jt-c d esignated bv sol id l ines in 
Figure 1 . ) The S hJred Desktop application req uires no 
ti.1 rther Jction to set up <l ll :1 ppl iotion tor sh<lring. 

Each cl ient sends kevboard <ll l d  mouse e1·enrs to the 
scn·er to control am· appl ication p resent in the l'iell·
port ( remote control i s  shown as d ashed l i nes in 

Figure l ) . Server and c l ients synchroni ze c ursor m ove
ments so t h:�t anv conkrcnce mem ber em ll'atc h 
as othe rs 11l<lkc changes to a shared a p p l icnion.  T h is 
a l l ows the cu rsor to become '' pointer du ri ng :1 session.  
Shared Desktop i mplement s  an "Jnarch�·" rorm or· 
remote comro l ,  with <I l l  m ice Jnd keyboards actil'e 
si rn tl l taneouslv. 
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- - - - AUDIO,  KEYBOARD, AND MOUSE 

Figure 1 
Server Deskrop witl1 Viewport a n d  C l ienrs 

When a user in itiates a col laboration, the audio is otT 
by defau l t  but remains i ntegral ro a session as a conve
n ience (as opposed to using tbe telephone ). Th rough 
a pu l l -down menu operation, the server ena bles audio 
for all participants in one operation. The usual audio 
management tools used to set microphone recording 
levels and speaker/headset play- back levels are avai l 
ab le .  As Figure l indicates, the UNIX machine collects 
audio and distributes i t  to the three c l ient collabora
tors. Likewise, the three cl ients collect audio and send 
it back to the server for mixing. In this way, all partici
pants can hear one another and interact with \\'hatevcr 
objects appear i n  the viewport on the server's screen.  

Figure 2 shows the Shared Desktop Manager !Tom the 
ini6ator's viewport running on the UNIX server. A par-
6cipant may usc a Session pull-down menu to control the 
viewport and to connect and disconnect otber con fer
ence members. The Op6ons menu allows tor audio, 
remote cursor, and cal l-back control. The application's 
Help puU-down menu provides the usual help informa
tion similar to a Windows help taci.lit:y or a Web browser's 
help. The window lists the status of attached clients. 

�ession Q.ptions !::!elp 
client l (99  0 5  1 0) - Connected 
client2 (99 . 0 . 1 0 . 1 1 ) - Connected 
client3 (9 9 . 0 5  1 1 ) - Connected 

Figure 2 
Shared Desktop Manager 
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Upon connection,  parrjcipants can hear and interact 
with the server. The resultant audio dialogue combined 
with the graphics, keyboard , and m ouse interactions 
facilitate a col labora6on environment in which partici 
pants share an application .  S ince each user can operate 
a separate mouse and keyboard, the auruo channel acts 
as a synchronization mechanism to indicate which col
laborator controls the s hared app l ications at a ny given 
moment.  The partici pants com m u nicate their actions 
verbal ly, interacting in much the same way as people 
who arc sitting around a table and worki ng. 

Design Features 

For our impleme n tation , we concentrated on three 
principal areas: protocol splitti ng, screen capture and 
data handl ing, and dissi milar frame buffers. I n  this sec
tion , we discuss our investigation in to usi ng a protocol 
sp l itter and our decision to rely on screen capture and 
d:na handling. We also ruscuss dissimilar frame bufters. 

Protocol Splitting 

We l ooked for a way to d istri bu te 3-D graphics among 
workstations and PCs t hat wou ld be ind epend ent of 
the appl ication, graphics protocol ,  architecture ,  operat
ing syste m ,  and windowi ng system .  On UNIX, we 
found application sharing provided by distri buted win 
dows protocol s .  F o r  example ,  t h e  X Protocol' al lows a 
user to send an application to a nonlocal display and to 
send X applica6ons protocol messages to several 
screens simul taneously. A protocol splitter, however, 
has rusadvantages d u e  to its req u i rements for band 
width, programming, and l atency. 



Protocol splitters req u i re distri bution of graphics 
commands and d isplay l ists by means of a network. 
Three-dimensiona l  models often contain megabytes of 
graphical  intormation that describe specific screen 
operations. vVhen d isplaying a model locally, these 
graphics operations move quickly and easi ly over sys
tem buses that are capable of handl ing hundreds of 
megabytes per second.  Hmvever, when these same 
graphics objects are copied over compu ter networks, 
the amount of information can overload even the 
highest-speed networks. For example,  using a 100-
mega bvte ( ivi B )  Pro/EN GINEER truck assembly, a 
current generation 3 - D  worksta tion can load , displ ay, 
and rot:�te the truck once in approxi mately 2 minutes. 
The same operation between two iden tical 3 - D  work
stations takes 20 minutes when pertormed by a distrib
uted protocol ,  and the rotation of the truck does nor 
appear tl u id to the user. If the same data or appl ication 
is  d u p l i cated on every machine, only u pdates with syn
chronizing events are d istri buted , but this requires that 
all machi nes have the same graphics hardware. 

The programming software needed tor i n teropera
tion among dissi m i l a r  operating and windowing 
systems using protocol spl itti ng i s  quite involved . 
The abi l ity to s u pport Xl l d esktops, Windows 95 
desktops, and Windows NT desktops whi l e  using m u l 
tiple 3 - D  protocols l i ke OpenGL and Direct3D would 
req uire that these p rotocols e xist on all plattorms. 

Latency req u irem ents tor 3 - D  are very stri ngent.  
Thus,  any network ji tter makes even the best network 
l i n k  create breakup (visua l  d istortions) when rotating 
3 - D  objects. Network j i tter also causes delays in sen d 
i n g  window protocol messages; as a delay increases, 
the window events may no longer be usefu l .  For exam
ple,  when rotating a 3 - D  object, the delayed events 
must propagate as the network permits a lthough this 
may once agai n  congest the nerwork since the events 
may no longer be needed . The object has now rotated 
to a new view. The abi l ity to d rop some protocol mes
sages in a time-critical wav is  a req u i rement tor col lab
orati ng with 3-D objects, and the protocol spl itter 
approach to sharing has no solution tor this prob l e m .  

Screen Capture and Data Handling 

To overcome these issues, we investigated capturing the 
screen d isplay, the tina I bitmap result  of the i nteraction 
of graphics hardware and software th:tt the viewer sees. 
Capturing the screen is in itself nothing new; it bas been 
used t(x some time to inc l ude screen visuals in docu
ment preparation . I n itia l ly, we were skeptical that cap
ni ring the screen d isplay could be a usefu l mechanism 
since the amount of data on a screen can be prodigious. 
Screen graphics depth and resolution can make the 
amou nt of data i n  any given gra phics object very large. 
For exampl e, for a 24-plane frame buffer with a l ,280 
bv l ,024 resolution , the total amou nt of data to caprure 
would be ( 24 X l ,280 x 1 ,024 )/8 or about 4 M B .  Usi ng 

the computational power of the Alpha microprocessor 
tor red ucing the d ata, we continued our investigati on . 
We tou nd that  this approach req uires the windowing 
system to perform screen capture bv means of a non 
CPU-intensive routi ne ( direct me mory access [ Di\IIA] 
as opposed to programmed l/0 ) .  B ased on our tests, 
we concluded th at screen capture tec hnology would be 
easier to implement than a protocol spl itter, wou l d  
have better latency for 3 - D  operations than a protocol 
spl itter, and would be easily adaptable to the various 
windowi ng systems and 3 - D  protocols we wished to 
have intemperate. 

G raph ics Compression The screen caprure approach 
req uires a n u m ber of steps to efficiently prepare the 
data tor transmissio n .  First, the contents of a viewport 
are captured , and the sample is s:�ved tor com parison 
with successive samples. Second,  the captured viewport 
samp les are differenced to find screen pixels that have 
not been changed and delta val u es for those that have 
been c hanged . Third , the resu l ta nt array of val u es is 
compressed bv a fast, run -length encod ing ( lU,E) of 
the array of difrerence samples. A more CPU -intensive 
compression may now be appl ied . The fourth step is to 
apply LZ77 compression that red uces the remai ning 
RLE data to its smallest  for m .  I n  step four, the original 
data has been red uced whi le  retaining its characteristics 
so that it can be restored ( u ncompressed )  without loss 
on a receiving computer. This fi n al lossJess stage of 
com pression occurs only if it reduces the amount of 
data and if the network was busv during a previous 
transmission.  LossJess compression is i m portant for tl1e 
nondestructive transfer of data from the server's screen 
to the cl ients' screens and has appl ication in ind ustry. 
As Jn example, consider a d octor who is sharing an 
x- ray with an out- of-town colleague. If  the graphics 
were compromised by a lossv compressor, the col l abo
rators cou l d  not be guaranteed that the transmitted 
x-ray was identical to the one sent. Witb the Shared 
Desktop application,  the doctor who is  send ing the 
x -ray is  guaranteed that the ori ginal graphics are 
restored on the col league's d isplay. In some torms of 
compression, data is tl1rown out by the a lgorithm and 
n ever restored, so that tl1e final  screen data may not 
accu ratelv reflect the origina l  graphics. Figure 3 shows 
the steps in the captu re and comp ression seq uence. 

On the Alpha arch itecture, these compression steps 
are performed as 64 - bit  operations, both in the data 
m<mi pul ation and the compression algorithms.  The 
Al pha architecture lends itse l f  to a fast and efficient 
i m p l eme ntation of the algorithms, so tl1at the capture 
of the viewport and the m u ltistage compression of rhe 
data can be accompl ished in real t ime.  App roxim ately 
hal f of the n u m ber of i nstructions is used on a proces
sor that i s  twice as tJst as a 32 -bit arch itectu re . In addi
t ion to its 64-bit routi ne,  tl1e R.LE is  i m plemen ted as a 
3 2 - bit routi ne and as a comparison routine .  
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F i g u re 3 
Cro1phics c\ 1\d A u d io Com�m.:ssion Dc1rc1 Ho11 Di.1gr.1 111 

Audio Compression Simi lar  ro riJe t"-f,lph i cs com pres 

sion described , the audio com p ression in S l t cl tTd 
Desktop itJI·olvcs sc1·eral step�. h rst, th e ,wdio scm1 ples 
are captured throu gh '1 mic rophone cmd sound cc1rd 
com b i n Jri o n .  These samples c\1'1.: com pared 11 i rh rhe 
backgro u nd noise lc1 el ( determi ned p 1ior ro hcg1 1 1n i t 1g 
a con rcrence ) to see if rhe .'> c1 1l l J1 1es JI"C u se fu l . Sc1 1 1 1 J1 1es 
below the background noise le1 ·e l ;�re nor tLms k rred . 

This i m ple men ts a s i l e nce derccri on method ll'h nc h1· 
onlv u sefu l sc1 111p l es ll'i l l  :�ckmce to the ne\t le1 e l 
of co m press ion . Second , the ne \t comlxess ion u ses 
G . 7 l l or othe r sim i lar :� u d to u nn pression '>Ll t ld cnds 
and com·err s  achpt i 1 e d i frc rellt i ,l l  pu l se code mod u L1 
rion (AD PClvl ) samples ,lt 64 kdobirs pet· second i n ro 
1 6  ki lo bi rs per second ( 4 :  I losw com pn:ss ion ) . '' ' ] 'h ird ,  
this dara i s  t h e n  readv r(x rrcmskr to a recei1  i n  g. cotn 
pu ter so rhar i t  ma1' be decompres\cd ,1 1Jd ouq1ur  ro a 
speake r  or a h eadset. The a u d i o  stream resu lt i n g  ri·om 
these steps generates ar  mosr I (J k i lo b irs I 'CI' scumd 

ll'hen someone is speaking, ;md no outp u t  '' h e n  it is 
s i lent.  Figure 3 also shOII'S the aud io  comprL·ssion st q1s . 

Data Transmiss ion After th e gt·cl p h ics :111Li ;Hi d i o  cbrc1 
are col l ected 'l t lli comp ressed , thel'  c1re co m b i n ed ;1 1 1d 
rransmi rred ;Kross the n c t11·ork b1 ·  <l p.nemL·d , h igl 1er· 
le1·el protoco l that  e nsures r i me h d c l i 1  en·  o r· e ;l c h  
packer.- A l l  p<K kets a r c  sent  us ing TCP/111 0 1 · e r  r h c  
I n ternet. A lthough the h igh e r- lc l ·c l protocol d ocs 1 \ot 
gu aran tee rrue rea l - rime cJJ,l rclcteristics ,  the parc n recl 
p rotocol a l l m1·s fo1· cohere l l t  JUd io ,  s�·n c h r o n i l.;lt iO l l  
of graph ics c1 1 1d cursor e1 ·ems,  <l tld ne;11· , ·cel l - r i m e  
graph ics <l ll i mat ion . 

As an oam pl e ,  the scree n c1prure sh o11· 1 1  i n  hgurc 4 
d isplays a 1 00- iv! H Pro/F l\' C i l\' E E R  assem hil' being 
shared th rou gh the S hared Desktop appl icnion . The 
Shared Desktop Manager SI'Stcm ( SI'>lCill 11 ·here rhc 
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assc m b h  d cl tcl hase res ides ) i s  ;I n A l ph aSra r ion  500 
11·ork'> t .1 tion t· u nn ing the  i) J G I TA L  U N I X  opu.ning 

s1 ste m 1 1  i th cl 1\JII'tTStmm 4 D60 gra phics contm l l e r. 
I n  th i s  e \Cunp l e , an 800- b1 600-pi.\e l bl' 24-b i r  S hared 
Dcskto11 1 i e11port is be i n �  C1j.1tured,  co mp ressed ,  and 
tr<1 1 1S ll l i t ted ro the S h ;lrcd Des ktop c l i e n t  S\'Stem at 
.1b o u r  h1 e u pd cltes per second . The upd,ue rare i s  
d e term i ned lw the captt l l·e l ' ie ll 'p ort  s ize,  the e \tenr o f  
d e ta i l  c h cmges betwee n captures,  the  amo u n t  o f  pro
cess ing po11 n needed lw the application ro make 
c lungL·� ro rhe m o d e l , c1 11d the speed ohhe nctll'lJrk.. 
In rh i s  o .unplc,  11 hen rorc1ri ng rhe rru c k  asscmbh·, a 
com pressed strcun of 400 ro 500 k i l obl ' tes pu second 
is l';c ne r;�red ;�nd represents rhe ti 1 ·c updaLes per second 
lllCilt ioncd . A s i mp le asse m b lv m i gh t  be J b l c  to d o  a 
roration 11 i r h  Shared Desktop C<1ptur ing a 11d n·Jnsmit
r ing 1 5  upcbtcs per seco 11d ,  cl l ld  a m ore com p l icated 
mod e l  ' l i ke r h c  truck ::tssemhk s holl'n ) II'(J ll l d  rccei1 ·e 
IC11 n tqxh t c '>  pn second . 

Dissimilar Frame Buffers 
To com p l ete rhe rey u i rc me ms of  o u r  i m p l e m e n u ri o n ,  

1 1  c tlCcd cd t o  s h are graph ic s  i n r(mnJtion ac ross d i s ·  
s im i l .u· h c1rd11  ,1 \'C , i . e . ,  mc1 c h i nes 11· ith d i fkre m gr<1p h i c 
ri·c\ tne b u fk t' depths . The ti·a mc b u ffe r  depth rc ti.: rs to 
rhe  cl l llOl l l l t  of 'tor;lge the graph ics ;1dclpter gi1  L'S to 
c .K h  d i sp l .l l 'ed p i \e l on the sncen . A 1 6 -bi t·deep d is
p l ;ly a.-,s igns each p ixe l  a 1 6 -b ir l'al ue to reprcsenr rhc 
pi .\e l .  Th is  representation i s  usual lv the color i n t( >rnu· 
r io n t( JI· the pi xe l , i .e . ,  ll'hat color the user 'ees t(Jr a 
gi l e ll J1i \ c l -' The ri·ame b u fkr d epths are ,\ neccSSc\1'\' 
rcc1 l i tl' s ince di ftC re n r graph tcs de1· ices h<li C ll idch
,· ,u· l· i ng screen  depths,  rang;t ng; ri·om 4 p l an es ( 4 birs 
per  p i \ c l ) to 32 p Ll ll es ( 3 2  hits per p i \e l ) .  T�·p ic:-� 1 1 �', 
h i g hu end gt·:�p h i cs d el' ices hal'e h igher- d e pth g1-;1ph·  
ics o u rp u rs ,  especial il' ri1r 3 - D graph ics, and rhe loll'er-
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depth d i�p lavs are usua l lv found on less-c1pable, 2 - D  
gr:�phics pbtrorms.  Most la ptop compu ters have low 
bit depth (8 to 1 6 )  d isp l ;ws and no 3 - D  capabil iti es. 
Com mod i ty PCs also ty picl i ly  have 8- or 1 6 -p lane 
depths .  G r.1phics de vices that support 3 - D  graphics 
provide d eeper d isplay types such as 24- bit  or 3 2 - bit .  
Some de,·ices support a mix  of sever;:li  or <1 1 1  the bit 
depths l isted in the matrix ( below) either concu rrently 
or for the enti re screen at one ri me .  

'We defi ned a matrix of  screen depths :�nd proceeded 
to fi l l  in the ,·ari ous combi nations so that  the appl ica
tion wou l d  work effecti,·e lv across diftercn t  plartorms 
and graph ics hardware c1pabi l ities. The m;Hri x  enables 
computers without 3 - D  capabi l ity to display the our
p u t  fi·om 3- D-capa ble graphics devices. The matri x of 
screen -depth combinations rol lows. 

O utput 
Bitmap Input Screen or Visual Type Depth 
Depth 4 8 1 2  1 5  1 6  24 32 

4 X md md d d d d 

8 e mx md d d d d 

1 2  n n n n n n n 

1 5  e me me X d d d 

1 6  e me me e X d d 

24 e me me e e X d 
32 e me me e e e X 

The matri x sh ows i n p u t  screen or , · isual  tvpe depth 
:Kross the top row and d e l i neates output bitmap depth 
on the lett col u m n .  Bitmap depths of 4, 8 ,  1 5 , 1 6 , 2 4 ,  
a n d  3 2  are used in vVi nd ows systems, ;md de pths of4, 
8, 12, 24,  and 3 2  are used in  X l l .  The x in the matri x 
require s  no conversion :1 11d is captu red <1 11d d i sp layed 
without the need for additional con\'(.:rsion. The c 
shows bitmap d epths thJt  can be e x panded to the our
put format by using a colormap or by sh i rri n g  pixels 
i nto the correct format. Th<.: d shows that i n formation 
must be d ithered to match the output. Ditheri ng can 
result in a mi n imal loss of i n rc> rmation , but ,,.c ha\'C 
d eve loped a \'en· good and e ffic ient method of doing 
this  conversion . The m ( mi x  mod e )  marks those visual  
types on X I l that can exist on the screen when the 
root depth is 2 4  or 32;  i . e . ,  an 8 - bit '' i ndow can be 
present on a 2 4 - b i t  d isplav. The  mix  mode req uires <1 
d i fferent  interpretation of the 24- bir p i xels prior to 
com pression and trans mi ssi on.  Si nce no 1 2 -bit  outp u t  
displays exist, 1 1  marks inapp l icab le  transrcmnations .  
Altenute tc>rmats of 24 pixels  ( 3 bvrcs per p ixe l  and 
blu e/green/red [ B G R ]  tri p l es ) are su pported as \\'e l l  
as 8 - bi t  pseudocolor and 8 - bi t  true color. 

Sam ple Uses 

Like other c o l l a boration sofi:,,·are, the Sh;ned Desktop 
appl i cation can be used in re mote situ;ltions to help 
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people com mun icate and share data . These uses include 
telecommuti ng, debuggi ng/su pport, :md education. 

Telecommuting 

One feature we bu i l t  into Shared Desktop is the �1 b i l i ty 
to originate a shar ing session from a rem ote location . 
Our  i n tent was to allow an ind ivid ual to work outside 
the office environment on a home PC or J laptop com
puter. I n  the te lecomm uting scenario, J workstation 
with high-end graphics fi.mcrions and appl ications 
located in  the office would cal l back rhc home user's 
]ow-end svstem and present the user \\·ir h  his work 
envi ron ment .  For examp l e ,  consider a user of PTC's 
Pro/ENG INEE R who is working on a 3 - D  assembly 
with a 1 00- M B  database and must mJke a change to 
the part from home .  Prior to the S hared Desktop 
app l ication, the only options were either to mimic the 
work em·ironment at h ome or dri\'e to the office to 
make the change. To mimi c  a work environment, the 
equ ipment  at home must support Pro/ENGI N EER 
software and might requ ire 3 - D  hard\\ are .  In �lddi
t ion, the user wou l d  have to retrieve a recent version of 
the 1 00-tvlB database over the te l ephone l i nes, which 
wou ld  rake many hours to copy. vVi rh the Sh ared 
Desktop appl ication, the user can access the l00-Ml3 
part us ing the low-end computer O\'er stancbrd tele 
p hone l ines .  The changes to the assemb lv  then occur 
on the system and to the large database :�t the office. 

Remote Debugging/Support 

Another use of the Shared Desktop appl ication is ror 
customer support or remote debugging. Consider  the 
user of a 3 - D  design app l i cation \\'h o  d i scm-crs J bug 
in a new version of the sotrw�1re .  A complex mod el 
often causes a bug rbat req u i res soft\\'Jre support to 
obtain the database to re-create the prob lem.  Using 
Shared Desktop, a user cou ld s hovv a su pport repre
sentati\'e the problem on the running :�pp l icat ion,  JS 
opposed to ti l ing a problem report. 

Off-site Training 

A remote tra in ing scenario provides �l rina l  examp l e  of 
col laboration us ing computers. The S l 1 a red Desktop 
appl ication fac i l i tates remote tra in ing b\' connecting 
stude nts i n  a shar ing sess ion . Each studen t's desktop 
d isplays a l esson com posed of the course material 
i nstal l ed on the i nstructor's desktop .  Students in teract 
with the teacher by audio,  mouse, and kevboard 
actions on objects in the screen \'iewport .  In esse nce , 
the teacher uses the svnchronizcd cursors to h igh l ight 
or point to objects on the screen .  

Concl usion and Future Directions 

The Shared Desktop col l aboration soft\\'are employs 
J simple user inrer£1ee that emphas izes ease of 3 -D 
applicatjon sharing and aud io  con krenc ing. Compared 
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to application sharing based on a protocol spl itter, the 
Shared Desktop appl i cation ofters easier interoper
ab i l itv and better l atencv during 3 - D  operations .  With 
a protocol sp l i tter approach, it is difficu lt to decide 
which,  i f anv, grap hics events to d rop when network 
j itter or network  b:mdn-idth de la\'s occu r. Our 
approach i s  synchronized to the last screen capture . 
When the network is no longer congested , the cu rrent 
screen capture can be sent, thus m i nimiz ing the per
cei\'ed e frecr of the network d elay. The only d isadvan
rage to bitm ap si1Jring i s  i ts requ i rement that  the  
\\ · indO\\· ing S\'Stem and disp lav driver i m plement a 
DMA screen capture ru nction and not programmed 
I/0 . D MA  screen captu re req uests have a min imal  
load on the \\'i ndowing system.  

'vVe Jre  p lanning a nu mber of i mprovements ro  the 
ad\ ·�mced dt\'e lopment \'ersion of Shared Des ktop . 
I n  our in iti�1 1  \\'Ork, we made no changes to the win 
dowi ng systems.  Idea l l y, the product  version might 
have a mechanism that notifies an appl ication when 
and \\'here another appl i cation has made changes to 
the scree n .  With the added abi lity to capture onlv 
those �1 reas of r he screen that ha\'e changed s ince the 
last not i ficat ion, the windowing svstem could pertorm 
the ri rst two steps i n  the captu re process. 

Although rhe compression scheme we implemented 
works r(Jr most cases, some graph ics may not com press 
we l l  using the combination of RLE and LZ77. Instead , 
content-speci fic com pression or adapti\·e com pression 
techniques might be better appl ied . This is an Jrea of 
studv we hope to pursue .  

The cu rren t  graph i cal user  i nterface ( G UI ) l ac ks 
some conferenc ing  kawres.  The prod u ct version wil l  
be packaged with other appl ications to provide \'ideo, 
char ,  \\' h i rebo�1rd , ri le  transkr, and user locator/ 
d i rectory services . 

F inJ l lv, the sharing model we i mplemented for the 
Shared Des ktop appl ication is easi l y  ported to other 
svsre ms.  Thus the appl ication cou ld be ava i l ab le  for 
widespread usc .  
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Chal lenges in Designing 
an HPF Debugger 

H ig h  Perfo rma nce Fortra n (H PF) provides 

d i rective-based data-para l l el extens ions to 

Fortran 90. To ach ieve para l lel ism, DIG ITAL's HPF 

com piler transforms a user's program to run as 

several intercommunicatin g  processes. The u lti

mate goal of a n  HPF debugger is to present the 

user with a s ingle source-level view of the pro

gram at the control flow and data levels. S i nce 

p ieces of the program a re run n ing in several d if

ferent processes, the task is to reconstruct the 

s ingle control and data views. This paper pre

sents several of the chal lenges i nvolved and 

how a n  experi menta l debugging tech nology, 

code-na med Aardvark, successfu l ly  addresses 

many of them. 

\'ol. <) '.:o. ·' I <)<)7 

I 
David C. P. LaFrance- Linden 

As \\'e learn better 1\';1\'S to express our thoughts in the 
�orm oFeomputer  prog;r::t ms and to rake better  advan
tage o f h Jrd\\'�lrc resources,  \\'e i n corporate these ideas 
and [nr�l d i gms i nto the progLlm m i ng !Jngu ::1ges \H: 

usc .  l-'orrr�m 90' ' prm· i d es mcch ::�nisms to operate 
direct ! \' on arravs, e .g . ,  A =  2 * A  to double each clement 
of A i n d ependcm o �· ran k ,  rather than req u i r ing the 
progr�1 1 11ll1Cr to opn:tte on i n d i 1· idua l  e leme n ts 11 i th i n  
nesred D o  loops. J.'d ::�m· o f  these mechanisms arc natu
ral!�· d�1ta [Xlra l lc l .  High Per�ornnnce Fortr::�n ( HPF t• 
extends Fortran 90 11·i th data d istri bu tion d i rectil'eS to 
t:Jc i l i LHe comput�1t ions done i n  para l l e l .  De buggers, in 
turn, need to be en h::�nced to keep pace 11 i th n ell' fea
tures of the la n guJges .  The ti. tmh me ntal user req u i re 
m e n t ,  holl'ever, remains t h e  same:  Present the control 
tJo,,· ofthe program �1 1 1d  i ts dat�l in terms of the ot·iginal 
source, i n dcpcndem ohl'l1:1t the compiler h::�s done or 
"· Jut is  happe n i n g  in the run-t ime support . Since H PF 
com p i lcrs ::tu romatic1 1 lv d istri bu tc data :md compu ta
t ion, rherebl' ll' idcn ing the gap bctll'cen :1ctu:1 l  execu
t ion �m d origin�1 l  source,  meet ing th is  req u i re ment i s  
both more impmt�l l lt  ;l l ld more d i fficult .  

Thts  p�1pcr d escri bes sel'eral of the ch a l lenges H PF 
crc1tcs t( Jr ,\ debugger �1nd how an e xperi me11t�1 l de bug
ging tech nolo�·, t n tc rt1<1 lh" code-n�1med All'dl'ark., suc
cessfu l  II ad d resses m�m'· ofrhem us in g tec h n i q u es that 
ha1 e app l iubi l in· bl'l'ond HrF. For example,  program
m i n g  p;1r;1J igms comm on to exp lic it message-passing 
s1·sre ms �uch as the Mcss;1ge Pass ing I nter EKe ( MPI )'-
cm benefi t  ti-om Ami1 ;1rk's methods. 

The H l'f com p i l er ;l lld r u n  t ime used is D I C ITAL's 
H PJ-' compiler,' ll' h i c h  prod u ces <111 exe c u t:1 b l e  that 
u ses the  ru n-r ime su pport of D I GITAL's Par::t! le l  
Sofr11 ,\rL· Em·iro n mc nr .'' D I C ITAL's  HPf compikr 
tr<1 11st(mns a progr.1m ro run �1s sc1 c r:1l i n terco m m u n i 
cating processes .  T h e  fu ndamem:1i requirement,  then ,  
is  to give the appe::�r::�ncc of a s ingle control Holl' a n d  a 

s ingle tb u space, c1·en though there a rc sc,·na l i n d i 
' i d u �1 l  comrol rlo\\·s ;l mi t h e  d :�ra h a s  been d istri bu ted . 
l n  the �nper, I i mrud u ce the concept o f l ogic1l e n tities 
and show h ow thev �1d d ress m a ny of th e control tlow 
cha l l e n ges .  A d iscuss i on of �1 ri c h  �l lld fle x i b l e  data 
model  th�n eas i il  handles distri b u te d  d::�ra t(J l l m,·s . I 
the n  poi m our d i fti c u l rics i m posed on user  i n tc rbces, 
espec i �1 l lv when the program i s  not in :1 complete!�· 



consistent  state, and indicate how they can be over
come. Sections on re lated work and the app l icab i l ity of 
logicJ! cmities to other areas con c l u de the p<lper. 

Logical Entities 

From the programmer's perspective, ao  HPF program 
is a single process/thread with a si ngle control How 
represented bv a s ingle ca l l  stack consisti ng of single 
stack ti·�1mcs. A debugger should stri\·e to prese n t  the 
program in  terms of these single e n tities.  A kev 
e nabl ing concept in the Aardvark d e bugger is  the d efi
nition oflogic1l enti ti es in Jddi tion to trJd irional  p hys
icJI e ntities.  GcnerJl ly, J lugicol enti� l '  col lects several 
phYsical  e n ti ties i nto a s ingle  enti ty. M J 111 '  parts of 
Aardvark arc u n aware of whether or not an e n tity is 
logical or physical ,  and a debugger's user i n terface uses 
logica l  e ntities to present program stare.  

A phy sico/ cntif ) '  i s  some thing that ex ists some
\\'here outside the debu gger. A physical process exists 
within the operating system and has memorv that can 
be read and written. A p h ysical thread has registers 
and ( th rough registers and process memory) a ca l l  
stac k .  A plwsic:d stac k frame has  a program counter, J 
ca l ler  stack frame,  and J c 1 l lcc stack tra me.  Each of 
these has a representation within the debugger, b u t  
t h e  actu a l  e ntity exists outside the debugger. 

A logical emit)' is an �lbstraction that exists withi n the 
debugger. Logical enti ties general !\· group together 
several related physical enti ties a n d  svnthesizc a si ngle  
beha\'ior h·om the m .  I n  C++ terms, a process is an 
abstract base c lass; p hysical and logictl processes arc 
derived c lasses. A logical  process contai ns as data mem
bers a set of other ( p rob�1b lv  p hysica l )  processes. The 
methods of J logical process, e . g . ,  to set a breakpoi nt, 
bring Jbout the desired operations using logical algo
rithms rather than physical algorithms.  The logi cJI 
a lgorithms often work by i nvoking the same operation 
on the phvsical e ntities and constructing a logical enti ty 
from the plwsical pieces. This impl ies th�lt some opera
tions on plwsical entities em be done i n  isolation fi·om 
their logical containers. Aardvark ma kes a stronger 
statement:  Physical entities arc the bui ld ing b loc ks tor 
logical entities and arc tirst-cl ass objects in their  own 
right.  This ;l l lows p lwsical e nt i ties to be used tor tradi
tional debugging \\'ithour any additional structure . '" 

A positive consequence of this object-oriented design 
is that a user intcrf:1.ce em often be unaware of r.he physi
cal or logical nature of the enti ties it is mJnaging. For 
example, it em set a brcJkpoi nt in a process or navigate a 
thread's sr�1ck by call ing \'irtual rnet11ods declared on the 
base classes. 

Some interesting design q u estions a rise : What i s  a 
process? What is a rl1 read> What is a stack ti-ame? What 
operations arc expected to \\'Ork on all kinds of processes 
but actual ly on!�, work on phvsical processes> Experience 
to date is inconcl usive. AJrd\·ark currently defines t11c 

base classes and methods t()l- logical entities to include 
many tl1ings that are prob�1 bly  specific to phvsical enti 
ties .  This design was done brgc lv tor convenience. 

Sometimes a logical cntit\' is  l i ttle more than a con
tainer of p hysical en ti ties .  A logical stack ti·ame tor 
threads that arc i n  u n re lated fu nctions s imply  col lects 
the unrel ated physical stac k trames.  N cvcrrhclcss, logi
cal  stack ti·a mcs provide a consiste n t  mechJnis m  for 
col lecti ng ph�'sical stac k tra mcs, and \ ari;mts of logical 
stack ri·ames can discrimin �1rc hO\\' coord i n ated the 
p h ysical threads are .  The concept of logie1 l  en tities 
does not apply to all cases, though . Vari�1blcs h ave val
ues, and there d oes not seem to be anything logical or 
p h ysical abo u t  \·a lues .  Yet, i f  a rcplicJted variable's val 
ues o n  d i tkrcnt processors arc d i Hcrent, there i s  no 
single v: duc : tnd  some mcchJnism is need e d .  Rather 
than ddi n e  logical values,  Aardvark provides ;1 d iffer
ing val u es mech;m ism,  which is d iscussed in a later sec
tion of the s�1me name.  

Control l ing an H PF Process 

Users wanr to be ab le  to stJrt and stop H l'F programs, 
set breakpoints, and si ngle step.  F rom a user in terface 
and the h igher l evels of Aard\·ark, these tasks are si m 
p l e  t o  :1ccomp lish-ask the process or th read , which 
happens to be logica l ,  to perform the operation .  
Wi thin the l ogical p rocess or thread , however, the  
complexitv \'Mies, depending on the opcr�nion.  

Starting and Stopping 

Starti ng and stopping a logical thread is strJighttor
ward: Start or stop each component physic1l tJ1rea d .  
Some race conditions req u i re care in  coding, though.  
For  example, starti ng a logical thread t11corcticJ..I 1 \ ·  starts 
al l the corresponding plwsical threads s imultaneous!\-. 
In practice, Aardvark seria l izes the p hysical threads. I n  
Figure l ,  when a l l  the physical threads stop, the logical 
thread is declared to be stopped.  Aardvark then starts 
rJ1e logiol rl1rcad at ti me "+" �md proceeds to start each 
plwsical thread . Suppose the first pll\·sical thread ( tl1rcad 
0) stops im mediately, at time " * . "  It might ::�ppeJr thJt 
the logical thread is now stopped because each physical 
thread is stopped . This sccnMio does nor take i nto 
accou nt that the ot11er plwsical rhre:1ds h�l\'C 110t \'Ct 
been starred .  Timesta mping execution sure transitions, 
i .e . ,  ordering the events as obscn·ed by Aard\·ark, \\'Orks 
wel l ;  a logical thread becomes stopped only when al l its 
physical threads have stopped after the ti me that the 
l ogical thread was started. A n  added complcxit)• is that 
some reasons for stopping a plwsical t11rcad should stop 
the other physical threads and the logical thread.  I n  rl1is 
case, pend ing starts should be cmcelled . 

Breakpoints 

Setti ng a breakpoint i n  J l ogical process sets �1 break
point i n  eac h ph�·sica l process and collects the physical 
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EXECUTIO N STATES: 

LOGICAL RUNNING ------, 

\ \ \\ \ I 1\ I II \\\ \ PHYSICAL RUNNING 

STO P P E D  - 1 - 3 - 2-0- L- L- 0-0-1 -2-3--- 2 1 3 - L--

Fig ure 1 

KEY 

+ LOGICAL THREAD L STARTS. 
* PHYSICAL THREAD 0 STOPPED. 

Determining When c1 Logiol Thrc1d Stof'S 

breakpoi n t  rcpresen tJtions i nto <1 logi c 1 l  brea kp oi nt . 

r:or H l' F ,  any action or condi rion<1 1  expression i s  
associated ll 'i th the logical bre akpo i n t , not \\' i th the 
p hysi u l  brea kpoi nrs . Consider the e \ f) ressloiJ 
A R R A Y < 3 ,  4 l .  L T . 5 .  Eve n if the c l e m e n t  is stored in 
onlY one process, the entire HPF 1)rocess needs to stop 
bdore the ex press ion is eva l u ated ; other wise, there i s  
r he potenti a l  tor in correct d:tLl t o  b e  rc1d or f(>r 
processes to cont i nu e runn i ng ll'hen thev should nor .  
Th is requ ires each phvs ic:d process ro rea c h  irs  [) 11\'s ic:l l  
brea kpoint bdore t he e xp ress ion can be e1 · ,1 l uate d .  

O n ce CI 'J i u ,ued ,  t h e  process rema ins stu pf)e d o r  COIJ 
tinues, d ependi n g  on the res u l r .  For HPF, .1 b rc1k · 

point in a logical process im pl ies '1 gl olx1 l b<u-rie r  of the 
ph 1 ·sica l processes. 

Recognizing and p rocessing: <1 thread reaching '1 
logica l  brea kpoin t is somc11-.l1at i m·oln: d .  A<mi 1·ark's 

ge nera l  mechanism t<>r breakpoint  determi nation is ro 
:�sk the th re<1<i 's operati ng SI'Stem model  i f  t h c  i n i t i ,1 1  
stop ruson cou ld b e  J brc :�kpoint .  I f  th is  is  the case , 
the opcr:�ting si'Stcm model prm·idcs a comp,1rison kcv 
t(Jr fu rther processi n g .  

F o r  physic:� I DI GITAL UNIX rh re:�ds ,  a s I G T R A P  
s igna l cou ld bc a brcakpoi n t, ,,· irh the co mp <1 rison kc1· 
being rhe progrJm counrcr  :�dd ress of rhe pore nti;ll 
brea kpoint instructi o n .  This comp,1rison k.e1' is then 
used to search the breakpoi nts insta l led I l l  the p lwsic1 l  
p rocess t o  determi ne: ll'h ich  ( i f  ;1 1 1 1 · ) breakpoint  ll'<ls 
rcachcd . I fa breakpoint  1ns reac hed , the stop re :1son I S  
u pd:1ted to be "stopped ar  breakpoint ."  All this phvs i 
cJ I  processing h appe ns bct(Jre the l ogic1l  ,1 lgori rh ms 
h ave a chance to notice rh,u the p l wsic1 l  thrcad Ius 
stoppe d .  Therefore, by the rime Aa rd1·a1·k d e re nnincs 
thJt a l ogicJI thre:1d has stopped , any phvsic1 l  th reads 
that Jt'C stoppcd Jt a breakpoint h:J\'C had the ir  stop 
re:tsons updated . 

For a logical  th rc1d , the i n i ti,1 1  ( logic1l ) sto�) I'C<\son 
could be :� brc:�kpoi nt  i f each of the ph\·s ic1 l  t h reads i ::. 
stopped Jt :1 breakpoint,  ;JS sb oll'n in Figure 2 .  The 
comparison kcv in this c;Jsc is rbc logic1 l  stop re:1son 
i tself. The brcakpoi n rs of rhe com poncnt stop rc;Jsons 
are th en comp,l red ro the com po11cnt h reak�)oi nts of 
rhe i nstalled logical breakpoints to determine ir:� logi
C1 l brca kpoim ll'as reach ed . If rh cre is :1 march, the 
logica l  thread's stop reason is uplhtcd . 
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Aa r(h·a rk xh ie 1 -cs r he Hcxi bi l i tY of l'astlv d i �krenr 
r�·pes of com p;1rison kevs (mach ine addresses Jnd logi 
ul Stof) reaso ns)  bv I L\I'ing rhe com parison kel' tvpe bc 
rhe most basic Aard 1·<1rk base c lass, ll'h ich is the cqu il·
" lc nt of ]a1"<1's O b j e c t  class, Jnd by using r u n - ti m c  
tl'p ing <1S neceSSJfl'. 

Single Stepping 

Single  ste p p i n g  a logica l  th read is acco m p l ished by 
s ingl e src pp in g the pl ll 's iCJI  thread s .  I t  is not s u fficient  
to si nglc step th e ti rst th rc1d , 11·,1 i t  fo r i t  to srop, and 
then proceed ll 'ith the  oth er thrcads . If  the progr:�m 
srate m cnt rcqu ires co m m u n ic:�rio n ,  thcn the e n tire 
H PF p1·ogra m needs ro be ru nning to bri n g  about rhc 
comm un icati o n .  This  i m p l ies  t lur single s tepp ing is a 
t11 ·o- p;1 rt proccss-1 11i tiatc <1 1 1 d ll'a i t-and that rhc i n i 
ti;Jt ion mcc h,m i sm mu st b e  part  o f  the exp osed i nter
bee ohhreads. 

As hK kgmu n d ,  r u n n i n g  a rhre:1d i n  Aard,·ark 
i l ll'oh·es conti mting rhc th rG1d \\ ' ith a m i l  reason The 
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run rea�on is em powered to take the acti ons ( e . g . ,  set
ti ng or enabl i n g  te mporary breakpoints)  necessary to 
carrv out i ts task .  In this paper, the word empotrered 
means that the reason has a method that wi l l  be cal led 
to do reason-speciric actions to accompl ish the rea
son 's semantics. This rel ieves user interfaces and other 
c l ients from figuring out how to accompl ish tasks. As a 
resu lt,  Aardvark defines a "get si ngle-stepping run rea
son" method tor threads. Cl ients use the resu l ting run 
reason to conti n u e  the thread , thereby i n i tiat ing tbe 
single -step operation . 

Th erdi:)re, single steppi ng a logical thread in 
Aardvark involves cal l ing the ( l ogica l )  thread's "get 
single-stepping r u n  reason" method , conti n uing the 
thread with the resu lt,  and waiting tor the th read to 
stop. The "get single-stepping run reason "  method tor 
a logical thread in turn cal ls  the "get si ngle-stepping 
run reason" me thod of the component ( p hysica l )  
threads a n d  collects t h e  ( physica l )  resu lts in to a logical 
s ingle -stepping run reaso n .  When in voke d ,  the logical 
reason continues each physical thread with i ts corre
spond ing physical reason. 

Single stepping d ramatica l ly  dem onstrates the 
autonomy o r' the p lwsical  e n tities .  When contin u i ng 
a ( l ogic al ) th read with a ( l ogica l ) si ngle-stepping run 
reason, the physical threads can start, stop,  and be 
conti n ued asynchronously to each other a nd without 
am· i n ter\ 'ention ti·om a user i nterface, the logical enti
ties, or other c l ients. This i s  especia l ly  true if the thread 
was stopped at a breakpoint .  In this case , cont inu ing 
a p h ysic� !  thread i nvolve� replacing the  original 
i nstruction, machine single stepping,  putti ng back the 
breakpoint  i nstruction, and then conti nuin g with the 
origi nal run reason . Empoweri ng run reasons ( and 
stop reasons ) to efrect th e necessary state transitions 
enables physical entities to be auto nomous, thus 
relie\·ing the logica l  a l gorithms �rom enormous poten
tia l  complex ity. 

Coordinating Physical Entities 

The previous d iscussion describes some logical a lgo
rithms. The section "Starting �md Stopping" describes 
using ti mestamps to d etermine when a l ogical thread 
becomes stopped ( see Figure l ) , and the section 
" B rea kpoints" describes a logical thre::�d poss ib ly  
reac hing a breakpoint ( see Figure 2 ) .  The physical 
entities need to be coord inated so that the logical 
a lgorithms can be run. In Aardvark, this is done with a 
process chanp,e handler A process cha nge handler is a 
set of cal lbacks that ::1 cl ient registers with a process and 
its th reads, a l lowing the cl i e n t  to be noti fied of state 
changes. For example,  if a user interface is noti fied that 
a th read has stopped and that the reason is a UNIX 

signal , the user interface can look up the signal in a 
table to determine i f  it should conti n u e  the th read 
( possi b ly  d iscard i ng the actual signal )  or if it should 
keep the thread stopped . 

I n  the context of HPF,  a user i nrer r:1ce registers its 
process change handler with the logical HPF process. 
During construction ot' the logical process, Aard\'ark 
registers a ph}•sical-to-logical process change bondler 

with the physical processes. It is this physical -to-logical 
handler that coordinates the physic1l entities. When the 
first p hysical thread stops, as at time " * "  in Fig-ure l ,  the 
handler is notified but notices tlut the ti mestamps do 
not indicate that the logical thread should be considered 
to have stopped . When the l ast p hysical thread stops, 
the handler then synthesizes a "stopped at co l l ection" 
logical stop reason, as tn Figure 2 ,  and inri:mm the 
( logical ) thread that  i t  has stopped . 

Aard vark d efi nes some cal l backs in process cha nge 
handle rs that are tor H PF and other logical  paradigms. 
T hese cal l backs a l low ::1 user i nterrace to implement 
pol icies when a thread or process goes i nto an i n terme
d iate state . For example, at time " * "  i n  Figure 1 a 
p hysical thread has stopped but the logical th read is 
not yet stopped. \Vh enever a phvsic1l thread stops, the 
h a n d ler's "component thread stopped" ca l lback IS 

i nvoked . A possible user i nterface policy is" 

• If the component thread stopped r()r a nasl ) '  rea
son, such as an arithmetic error, tr\' to stop �1 1 1  the 
other component threads im med iately in order ro 
mini mize diverge nce among the p h ysical ent i ties. 

• If this is the first com ponent thread that stopped tor 
a nice reason,  such as reac hin g  a breakpoint,  start a 
rimer to wait tor the other component threads to 
stop. I f  the ti mer goes off betore a l l  the other com
ponent threads have stopped , rrv to stop them 
because i t  looks l i ke the\' are not goi ng to stop on 
their own .  

• If this is rJ1e last component thread, cance l any ri mers. 

The user i nterface can provide the mc1ns for the user 
to define the timer i nten·a l ,  as we l l  as other attri bu tes 
of policies.  These poli cies and thei r control mecha
n isms are not the respon sibi l ity of the debug engi n e .  

Examin ing a n  HPF Cal l  Stack 

When an HPF program stops, the user wants to sec a 
call stack that appears to be a single thread of control .  
Sometimes this  i s  not possible, but e\'en in those c1ses, a 
de bugger can offer a fai r  amount ofassistance. The H PF 
language provides some mechanisms that also need to 
be consid ere d .  The E X T R I N s I c c H P F _ L o c A U proce
dure type al lows proceJ ures written i n  Fortran 90 to 
operate on the loca l portion of distribu ted data. This 
type is usefi.tl for computational ke rnels that can not be 
expressed in a data-paral le l  fashion and do not require 
communication.  The E X T R I N S I C ( H P F  S E R I A L )  

proced ure rvpe ai iO\\ s data to be mapped to a single 
process that runs the procedure .  This type is usefu l  tor 
c al l ing i n herently serial code, inc luding user i n  terraces, 

Digit�!  Tcchnic.ll journal \'ol . 9 :-:o 3 1 99 7  5 3  



which mav not be wri tten in 1-'ortcl l l .  D I G ITAL's H I' !-' 

com pi ler also su pports ltciuu ing. 11 · h i c h  al lo\\ ·s scri :-� 1  
code to cal l  p�1 ra l le l  H P F  cod e .  AJI th ese mech:�nisms 
afkct the cal l  stJc k or ho\\'  a user n �l\' iF:atcs the el l )  
stac k . They req u i re u n d er lv i n g  su pport h·om r i le  
deb ugger as  wel l as  user inrcrhce supflOrt . 

Logical Stack Frames 

Aardvark's logical e ntjty model appl ies to st:1ck fra mes: 
logica l stack fi-:1 mes collect sc1-cral p l l l'sical stack ft·a mes 
and presenr :1 Sl' nthesi zcd ' ie\\· o f  the ( IDgi ca l )  c1 l l  
stack.  Currenrlv, Aard 1·a rk ddi nes t() ur nvcs of logic ,1 l  
stack fram es to represe nt  d i tkre n t  scenarios that Cl l l  

be encou n tere d :  

I .  SGl lar, i n  w h i c h  onh· o n e  pll l's ica l thrud i s  senLl llti 
G l l l �· active 

2. Synchronized, i n  which  all the rhre�1ds :1re at r ile 
s:1me place i n  the same fu nction 

3.  U n svnchro n i zed , i n \\· h i c h  a l l  the thrc1ds <lrc in rile 
s:1me flmcrion but at d i fkrc n r  p l aces 

4.  M u l ti ,  in which n o  d i scernible  re lationship ex ists 
between the correspo nd i ng pl ll'sica l threads 

A1rch·ark's t:�sk is ro disuJI·cr the proper ,1 l i gn mcnr 
of the p hysi ca l ti·ames of th e physic:l i  th rea ds , deter
mine which v�nim t oflogi ul ti·a me to use in  eac h  c1se, 
:\Ild l ink them together i nto J c1l l  stac k .  ldcl l iv,  a l i iDg 
ical frames arc s1·n ch ron izcd,  \\ h i c h  means that th e 
program is in a \\'e l l -d efin ed stare. This is tru e most of 
the rime with H PJ-'; the S i n� lc Progra m lvl u l ripk Data 
( SPM D )  nature of HPF ca uses a l l  thrc�1ds to m a ke the 
s�1mc proced u re Gil ls  from the same place,  and brclk 
poi n ts are baniers caus i ng the threads ro srop �lt rhc 
sa me place. 

Aard1·ark's a l ignme m  process sr:1rrs �1t the ou ter
most stack fi-:� mes of the pl11 ·s ica l  rhrc1ds ( the  o n es 
ncar the Fortran P R O G R A M  u n i t ) and then progrL·s 
sivc lv exa m ines the cal ices ( toward II' he re the pr0gL11 1 1  
stop ped ) . Start i n g  from the i n nermost  tr�1 mes is �1 n 
erro r-prone approach . I f  the i nn ermost ti·ames arc i n  
d i ffe re n t  functions, Aarch �1rk m i g h t  construct  a m u lr i 
ri-�1 11 \C when the ti-:unes are ac tua l II' mi s:� l igned becl llsc 
the physical stacks l1ave difkrc n t  depths.  As discussed 
in the section on t\l 'i n n i ng , depth is nor a re l i :1 b l c  
a l ignme nt mec h�1n ism eit he r. Sta rri ng �l t t h e  ou ter
most ti·ames r(>llows the te mp oral order of ca l l s  �1 1 1d 
a lso correct l y h and les rec urs i 1 ·e proced u res . The dls
adl'an tage o f  starting at the outermost fr:� mes i s  th�n 
e�H: h plwsical thread's enri  rc stack m u st lK dererm i ned 
bd( Jre rhe l ogic:1l  st:�ck c:�n be constr uc ted . Usuc1 l k  
t h e  progr:. unmcr only wants t h e  i n nermost tew ti·�1 1 11cs, 
so rime de lavs in  rhe constr u c tion process un red uce 
the case of usc of the debugger. " 

tv! uch of rhe t ime,  rhe pll l'sical stack frames �11-c ,\ t 
the same pl ace because rhc S I\\1\ D n �lture of H !'!-' 
c::1 uses the phvsical threads to h ave the s�1mc contml 

\'" 1 .  ') \:u .  � I '-)') 7 

rlcl\\ . When a p rocedure is cal l ed ,  each thread executes 
the c1 l l  an d execu tes it ti·om the same p l ace .  A l ogica l  
brc:1kpo inr i s  rc:�ched \\'h en the plwsical  threads are 
stopped at the s:�mc p lace at rhc correspond i n g phvsi 
ul hrc:�kpoinrs. These cases l ead to svnchronized 
tr:�n1cs. The most common c:�use of an u nSYnchronized 
ri·amc is interrupt ing the progrJm d u ri n g  :1 computa
tion .  F1 en 111 this usc, the dil'ergcnce is usual lv not very 
!Jrgc . One reason t(Jr a mu l ri tr�1 me is  rJ1e interruption of 
the progr:�m 11 ·hik it is comm unicati n g  dat�l benveen 
processes . In this c:�sc, the code paths ca n e:�si lv d i1·ergc, 
depend i ng on \\ h ich threads :11-c se nd ing, ll' hi ch arc 
recei1 · ing, and how m uch data needs ro be m oved . 
Sc1 l a r  ti·anKs arc crc:�red because ofrhe sema ntic flow ot· 
the program : the m,1 i n  progr;1m unit  is \\'ritre n in ei ther 
a serial lan gu age or an HPI-' procedu re c::1 l l ed an 
E X T R I N S I C  ( H P  F _S E R I A L )  proced ure tl'pc. 

The res u l t of the al ignme n t a l gori t h m  is a set of 
6.-amcs col lected 1 n to :1 call st�1 c k .  The norm::d  n :�,·ig:�
tion oper:�tions ( c . g . ,  up <l Lld d oll'n ) <lpph-. Y:1ri a b l e 
looku p �1n d  ex press ion e1·al uarion \\'Ork as expected, 
a lso . V 1 ri a b l e lookup works best for sync hron i zed 
ti·:1mcs :� n d ,  rC.>r H Pr, works t(J r  u nsvnch ro n i ;.ed frames 
as \\ e l l .  1-'<l r  mu lri h·�1m es , vari�1 b l c  l ooku p genc ra l l v  t�1 i ls 
bec�wsc J ,·ari�1 b l c  name V A  R mav resoh-e to di fferent 
progr:�m 1 aria blcs in the  c orrespond i ng p hys io l 
ti-�lm c s  or mal' 1 10t rcso ll 'e to anvthing at �1 1 1  in some 
ti·�1 m c s .  T h is E1 i l u re is not because of a lack of i n fonna
rion ti·om the com p i l er but rather  becJuse m u l ti ti-ames 
arc gcn cr:1 l l v  nor <1 co11texr in ll' h i c h  a str i ng VA R has a 
we l l -defin ed semanti c .  

Expnic nce to dare su ggests t h a t  m u l ri tr:�mcs are of 
i nrncsr brgeh' to rhc peop l e de� ·e l op in g the ru n-t i m e  
su pport tor dau morion . Ncl'erthe less, t h e  point  or· 
tr:1 ns i rion fi:om svnch ron ized to u n sy nch roni zed to 
m u l ti tel l s the user whe re control Hows d iverged , and 
this i n tcmnat ion c:�n be ,·en· ,·a l u able .  

Narrowing Focus 

Using the pre1· ious l v mentioned tcclmiq ues sometimes 
resu l ts in  a cluttered 1 · iew of the state of the cn rire pro
gram :1 11d di fticu lt v in  finding rclel·anr in r(mn:njon . 
Am.k1rk provides tii'O wavs ro help. The tirst aid is a 
Book;m jiJu ts mask th�H se lects a subset of the processes 
�1 1 1d rhcn re-app l ies the logic11 algorithms. For propedv 
chosen subsets, this can n1rn a snck trace 11ith m:�m· mu l 
tih·:lmcs inro a suck. trace ll'ith svnchronizcd ti·ames. 
A narroll'cd focus can a lso Ionic be hind the scenes of tl1e 
t\l' inni ng mechanism described i n  rhe next paragraph . 
The second aid is to 1·ie11· a s ingle plwsic:-�1  process in 
isolation , efkcti1 ek tu rning off the pa.ral le l  debu ggi ng 
a lgorith ms . Th is techn ique is  usdi.d tor debuggi ng 
E X T R I N S I C ( H P F  _LO C A L )  <UKi E X T R I N S I C ( H P F  _S E R I A L )  

proccd mcs . The :�bi l in· to ren-icl'c the p lws ic:1 l processes 
fi-om �1 logiul process is the major i tem tl1at enables lie\\·
ing :-� pmcess in isobtion; ::IS mentioned bd(Jre, p hvsical 
cnritics :lrc nrst-cbss objects. 



Twinning 

D I G ITA L's HPF provides a feature ca l l ed twinn ing  
in which  a sca lar proced u re can cal l :t para l l e l  H PF 
procedure .  This a l l ows , for example,  the main  p ro
gram consisting of a user  interface and associated 
graphics to be wri tten in  C and have Fortran/H PF 
do the nu merica l  computations .  The teature is ca l led 
tll'i nn ing because each Fortran procedure is  com 
pi led twice . The scalar twin is ca l led from s ca l a r  code 
o n  a d esignated process.  I ts d u ties inc lude i nstruct
ing  the other processes to ca l l the sca l a r  twi n ,  d istri b
uting irs sca lar  argu ments accord ing  to the HPF 
d i rectives, ca l l i n g  the HPF lmn from a l l  processes, 
distr ibuting the para l l e l  dat:t back onto the desig
mted process after the HPF rwi n  retu rns,  and tina l ly  
retu rn ing to i ts ca l l e r. The H PF twi n  is  ca l l ed  on a l l  
processes with d istri buted d at:t and e xecutes the 
user-suppl ied boclv ofthe procedure .  

A t  the run -time level , the program's entry point is 
normallv c;d led on a design ated process ( process 0 ) , 
and the other processes enter a d ispatc h loop waiting 
hJr instructions. Conceptual ly, such a program starrs 
in  scal ar mode and at some point transitions into para l 
l e l  mode .  A n  H Pt debugger shou l d  represent this 
transi tion . Aardvark accompl ishes this by having 
knoll'ledge of the H I'F twinning mechanism.  When it  
notices p lwsical threads entering the d i spatch loop, 
Aardvark creates a sca l a r  l ogica l frame corresponding 
to the physical frame on process 0.  It then processes 
procedu re ca l ls  on process 0 onlv, cre;Jting more scalar 
ti·ames, u nti l i t  notices t hat the progr:�m transitions 
fro m  scalar to para l le l .  This transi tion happens when 
:� I I  processes ca l l  the same ( sc: dar  tll' i n )  procedure :  
process 0 docs so as <l resu lt  of nonnal procedure ca l ls ;  
processes othn than 0 do so ti-om their d ispatc h loops. 
At this  point, a logical ti·arne is constructed that wi l l  
l i keh- be svnchroni;.ed , and the frame processing 
descri bed previous ly  appl ies. The resu l t  i s  the one 
desi red : a sca lar  program tr:�nsit ions to a p:�ra l l e l  one .  

D I GITAL's HPF goes a step further: i t  al lows 
E X T R I N S I C  ( H P F _S E R I A L )  procedun:s to cal l  H P F  
code bv means o f  the twi nn ing mechanism . When a n  
E X T R I N S I C ( H P F  S E R I A L )  procedure is ca l l ed ,  
processes other than 0 cal l the di spatch loop . 'vVhen 
the scalar code on process 0 ca l l s  t he sCJiar t\vin,  the 
other processes are in  the necessarv dispatch loop . 
A<lrdvark trJcks these ca l l s  in the same ll'av as in the 
previous paragraph , noticing that processes other  than 
0 have ca l led the dispatch l oop and eventual ly cal l a 
sc:dar  t11 · in .  

User Interface Implications 

User intertJces and other c l ients must be keenly aware 
of the concept of logical tl-amcs and the difterent  types 
ot· logical ti-ames. Depending on the rvpe of frame, 
some operations, such <\S obtain ing the ti.J netion name 

or the l ine number, mav not be 1·a l i d .  Nevertheless, a 
user i nterface can provide usefu l  i nt(xmation :�bout 
the state of the program.  T h e  program used t(>r the 
fol lowing di scussion has a serial user i n terface m-i tte n 
in C and uses t\vinn ing to cal l a para l l e l  H PF proced ure 
named H P F _ F I L L_ I N _ D A T A  ( see Figure 3 ) .  The 
HPF procedure uses a function named M A N D E L_ v A L  

as a non-data-paral le l  computatjonal kernel. The pro
gram was run on five processes. (Twinning is a DIGI TAL 
extension .  Most H PF progrJms are ll'rirten ent i re lv in 
HPF.  This example,  ll'h ich uses t\l' i nn ing,  ll'as chosen 
to demonstrate the broader problem . )  

F igure 4 shows the p rogram in terru pted dur ing 
computation . L ine  2 of the  tigure contains a single 
ti.mction name, M A N D E L_V A L . Line 3 contains the 
fu nction's sou rce ti le name bur l ists tivc l i n e  n u m bers, 
imp lyi ng that this is an u nsynchron izcd ti-ame .  In EKt, 
the user interface d i scovered that Aardvark crc1ted <\n 
u nsynch ronized logica l  frame. I nstead of trying to get 
a single l i ne number, the user i nterf.1ce retrie1nl the 
set of l ine n u m bers and presented the m .  Tn l i nes 4 
through 1 0, the user intert:1ce a lso presented the range 
of sou rce l ines encompass ing the l i nes of a l l  the com
ponent processes. This user interfKe 's u p  comm�1nd 
( l ine  2 1 )  navigates to the ca l l ing ti-ame.  I n  this exam
ple,  the frame is  svnchronizcd,  causing the user i nter
EKe to present the function 's  source ri le  <l lld single l i ne 
number ( l ine  2 6 ) ,  fol lowed bv the single source ti le 
l i ne ( J ine 27 ) .  

Figure 5 shows a stm1marv of the program's cal l  stack 
when it  was interrupted du ri ng comput�ltion. The sum
mary is a mix of u nsynchronized , synchronized, and 
scalar frames. Frame #0 ( l ine 2 )  is  u nsvnchron ized , and 
the various l ine numbers are presented . Its ca l ler, ti-ame 
#l ( l ine 3 ), is  synchronized with a single l ine number. 
All tllis is consistent with the prn·ious d iscussion. Frame 
# l is the HPF r.vin of the scalar t\vi.n in ti·ame #2 . The 
scalar r.vin oft1-ame #2 is expected to be called by scalar 
code, confirmed bv ti-ames #3 and #4 . Frame #5 is part 
of tJ1e t\l'i nning mechanism;  process 0 is at l i ne 499, 
while the other processors are J l l  at unc 506. 

Narrowi ng the foc us to exc lude process 0 shows a 
d ifferent ca l l  stack summarv ( l i nes 9 through 1 6  of 
Figure 5 ). The new ti-ame #0 ( l i ne I I )  conti nues to be 
unsynch ron ized , but a ll the other fi-a mcs are svnc hro
n ized . The r.v inn ing dispatch loop ( l ine 1 4 )  replaces 
the scalar frames of the g loba l  tocus ( l ines 5 and 6 ) .  
This replacement causes the new ca l l  stack,  corre
sponding more c lose ly  to the physic1 l  threads, to have 
kwer frames than the globa l  ca l l  stack. 

I nterrupting the program whi le  idle within the user 
i ntertace shows more about r.vin ning and also shows a 
mu ltiti·a mc (sec Figure 6 ) .  Most of the fra mes are 
sca l ar except for the r.vinn ing mechanism ( frame #7, 
l ine 9) and the i n itia l  run -time ti-ame ( h-ame #8, l i ne 
! 0 ) .  Narrowing the tocus to exc lude process 0 shoii'S 
the t\vin n i n g  mechanism whi l e  wait ing .  The twi nn ing 
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s u b r o u t i n e h p f _ f i l l _ i n_d a t a ( t a r g e t ,  w ,  h ,  c c r ,  c c i , c s t e p ,  n m i n , n m a x )  
i n t e g e r ,  i n t e n t ( i n )  
b y t e ,  i n t e n t ( o u t )  
r e a l * S ,  i n t e n t ( i n ) 
i n t e g e r ,  i n t e n t ( i n ) 

w ,  h 

t a r g e t ( w , h )  
c c r ,  c c i ,  c s t e p  
n m i n ,  n m a x  

! h p f $  d i s t r i b u t e  t a r g e t ( * , c y c l i c ) 

i n t e g e r  

e x  w / 2  
c y  = h / 2  

e x ,  c y  

f o r a l l ( i x  = 1 : w ,  i y  = 1 : h )  & 
t a r g e t ( i x , i y ) = m a n d e l v a l ( C M P L X ( c c r  + ( ( i x - c x ) * c s t e p ) ,  & 

c c i  + ( ( i y - c x ) * c s t e p ) ,  & 
K I N D = K I N D ( O . O D O ) ) ,  & 

n m i n ,  n m a x )  

c o n t a i n s 

p u r e  b y t e  f u n c t i o n m a n d e l _ v a l ( x ,  n m i n ,  n m a x )  

c o m p l e x ( K I N D = K I N D C O . O D O ) ) ,  i n t e n t ( i n ) x 
i n t e g e r ,  i n t e n t ( i n )  . .  n m i n , n m a x  

i n t e g e r  

r e a l ( k i n d = K I N D ( 0 . 0 D 0 ) )  

l o g i c a l  

n = - 1  
x o r g r  = R E A L ( x )  

x o r g i  = A I M A G ( x )  

x r  x o r g r  
x i  = x o r g i  

d o  
n = n + 1 
x r 2  x r * x r  
x i 2  x i * x i  
x i  = 2 * ( x r * x i ) + x o r g i  

k e e p g o i n g = n < n m a x  

r a d 2  = x r 2  + x i 2  
x r  = x r 2 - x i 2  + x o r g r  

n 

x o r g r ,  x o r g i , x r ,  x i ,  x r 2 ,  x i 2 ,  r a d 2  

k e e p g o i n g 

i f  C k e e p g o i n g . A N D . ( r a d 2  < =  4 . 0 ) )  c y c l e  
e x i t 

e n d  d o  

i f  C n  > =  n m a x )  t h e n  

m a n d e l v a l n m a x - n m i n 
e l s e 

m a n d e l  v a l M O D ( n ,  n m a x - n m i n )  
e n d  i f  

e n d  f u n c t i o n m a n d e l v a l 

e n d  s u b r o u t i n e  h p f _ f i l l _ i n _ d a t a  

F igure 3 
H P  F _ F  I L L_ I  N _ D A T A  Procedure ( Source Cmk t(Jr Figures ..J. and 5 )  

mechanism at ti·ames #5 and #6 ( l i nes 2 3  :\Ild 24)  i s  
s imi lar  to the mechanism at h·ames #3  and #4 ( l ines 14 
and 1 5 )  of Figure 5 .  I n  F igure 6 ,  the1 ·  do  not c1 l l  �1 
sca lar  twin but rather ca l l  the messagi ng l i brary to 
recei 1·e instructions from process 0. The mess�1ging 
l ibrarv, however, is often not svnchronized among the 
peers, and  frame #2 ( l i ne 1 5 )  shcl\\ s a mu lt iri·ame .  This 
user i n terface shows a m u l ti fi·; une as a col lect ion or· 
one- l ine  summaries of the p lll's ica l  t!·ames ( l i nes 1 6  
through 2 0 ) .  

Examining H P F  Data 

Examin ing data gener: d lv i n\'Clh·es determ in ing  where 
the data is stored , ktch ing the data, and then presenr
ing it .  H PF presents d i fh c u l ties in al l  three areas. 
Determ i n ing w here d a ta is stored req u i res rich and 
tlnib le  data- location representations ami associated 
operations .  Fetc h i ng smal l amounts of d ata can be 
done nai 1  e l l', one e lement  at a time ,  but  for large 
amoums of data, e .g . ,  data used tor visu �1 l i zat ion, taster 
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T h r e a d  i s  i n t e r r u p t e d . 1 

2 

3 

4 

5 

6 

7 

8 

9 

# 0 :  M A N D E L_VA L ( X  = < < d i f f e r i n g C O M P L E X C K I N D = 8 )  v a l u e s > > ,  N M I N  

a t  m b . h p f . f 9 0 : 4 5 , 4 4 , 4 5 , 4 0 , 3 9  

2 5 5 ,  N M A X  5 1 0 )  

3 9  x r 2  = x r * x r  

x i Z  = x i * x i  

x i  = 2 * ( x r * x i )  + x o r g i  

k e e p g o i n g  = n < n m a x  

r a d 2  = x r 2  + x i 2  

x r  = x r 2 - x i 2  + x o r g r  

1 0  

1 1  

4 0  

4 1  

4 2  

4 3  

4 4  

4 5  i f  C k e e p g o i n g . A N D . ( r a d 2  <= 4 . 0 ) )  c y c l e  

1 2  d e b u g g e r > p r i n t  x 

1 3  $ 1  = # < D I F F E R I N G - V A L U E S  

1 4  # 0 :  ( - 0 . 6 6 2 0 0 0 0 0 0 0 0 0 0 0 0 0 3 , - 0 . 1 1 4 ) 

1 5  # 1 : ( - 0 . 5 9 5 9 9 9 9 9 9 9 9 9 9 9 9 9 7 , - 0 . 1 1 3 )  

1 6  # 2 : ( - 0 . 6 5 3 0 0 0 0 0 0 0 0 0 0 0 0 0 2 , - 0 . 1 1 2 )  

1 7  # 3 : ( - 0 . 9 3 7 99 9 9 9 9 9 9 9 9 9 9 9 4 , - 0 . 1 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 1 )  

1 8  # 4 : ( - 0 - 5 6 6 0 0 0 0 0 0 0 0 0 0 0 0 0 6 , - 0 - 1 1 ) 

1 9  > 

2 0  

2 1  d e b u g g e r > u p  

2 2  # 1 : h p f $ h p f_f i l l _ i n_da t a_ ( T A R G E T  = < < n o n - a t om i c = I N T E G E R ( K I N D = 1 l ,  D I M E N S I O N C 1 : 4 0 0 ,  1 : 4 0 0 ) > > ,  

2 3  W = 4 0 0 ,  H = 4 0 0 ,  

2 4  C C R  = - 0 . 7 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 ,  C C I = - 0 . 0 2 ,  C S T E P  = 0 . 0 0 1 , 

2 5  N M I N  = 2 5 5 ,  N M A X  = 5 1 0 )  

a t  m b . h p f . f 90 : 1 4  2 6  

2 7  

2 8  

1 4  f o r a l l ( i x  = 1 : 11 ,  i y  = 1 : h )  & 

2 9  d e b u g g e r> i n f o  a d d r e s s  t a r g e t  

3 0  # < l o c a t i v e_ t o_h p f _s e c t i o n 5 p e e r s  o f  t yp e  I N T E G E R ( K I N D = 1 ) ,  D I M E N S I O N C 1  : 4 00 , 1  : 4 0 0 )  > 

3 1  t y p e  I N T E G E R C K I N D = 1 ) ,  D I M E N S I O N C 1  : 4 00 , 1  : 4 0 0 )  

3 2  p h y s_c o u n t  5 

3 3  

3 4  

3 5  

3 6  

3 7  

3 8  

3 9  

4 0  

4 1  

4 2  

4 3  

4 4  

a d d r e s s e s  

0 :  

a r a n k  

t r a n k  

1 :  

2 :  

3 :  

4 :  

d i m i n f o s  

0 

2 

O x 1 1 f f f 7 1 f 0  

O x 1 1 f f f 7 0 0 0  

O x 1 1 f f f 7 0 0 0  

O x 1 1 f f f 7 0 0 0  

O x 1 1 f f f 7 0 0 0  

d l o 11 e r  

1 

d u p p e r  

4 0 0  

4 0 0  

p l o 11 e r  

1 

4 5  d e b u g g e r >  i n f o  a d d r e s s  t a r g e t C 1 0 0 , 1 0 0 )  

4 6  # < L o c a t i v e_ i n_p e e r  i n  p e e r  4 . . .  > 

4 7  t y p e  I N T E G E R C K I N D = 1 ) 

4 8  p e e r n u m  4 

p u p  p e r  

4 0 0  

8 0  

d i s t  k 

c o L  L a p  

c y c l i c  

4 9  L o c a t i v e # < L o c a t i v e_ t o_memo r y  a t  dmem a d d r e s s  O x 1 1 f f f 8 e 1 3 o f  t y p e  I N T E G E R C K I N D = 1 ) > 

Fig u re 4 
Program 1 11tcrruprcd d u ring Compurario11 

methods :1re needed . Displ ayi ng cbta can usua l ly use 
the ted1 11 iq ues i n herited from the u n d erlvi ng fortran 
90 support, but some mechanism and corresponding 
user  i nterface hand l i ng is needed ll'hen repl ic1tcd data 
has d i ff<.:rent values .  

Data-Location Representations 

Representing 11·here d ata is stored is relati,·e lv  casv 
to do i n languages such as C and fortran 77: t he d ata 
is in a register or in �1 contigu ous block of memory. 
Fortr:ln 90 i mrod uced �1ssu med -s hape and d e terred
shape arr�l\'S , ' '  1 1  here successive arLl\' e lcmems are not 
neccssari lv adjacent in memorv. H PF a U O\\'S the Jrray 

to be d istri bu ted so tlut successive arLw e lements �1rc 
not necessari ly stored in a single process or address 
space. These l ead to d :tt�l that can be stored d iscon
t iguouslv in  memory as \\'e l l  as  in d i tkrellt  me mories.  

Fortran 90 a l so i n trod uced arrav sections, vector
val u ed su bscripts, and tic ld -ofarrav operations , ' "  
11· h ich fu rther compl icate the notion oF  11 here d �na is  
stored . Although eva l u at ing an expressi on i n\'(>h' 1 n g  
J n  array can b e  accompl ished b y  read ing t h e  ent i re 
�m-ay and performing the operations in the debugger, 
this appro:�ch is i ne fficient,  especia l lv  t()r a resu l t  rhat is 
sparse com p�1 red to the ent i re arLl\·. A st�lndard tech
nique is to perform address arith metic �md fetc h on lv  
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1 d e b u g g e r >  w h e r e  

2 > # O ( u n s y n c )  M A N D E L_V A L  a t  m b . h p f . f 9 0 : 4 5 , 4 4 , 4 5 , 4 0 , 3 9  

3 # 1 ( s y n c h r )  h p f $ h p f_f i l l_i n_d a t a_ a t  m b . h p f . f 9 0 : 1 4  

4 # 2 ( s y n c h r )  h p f_f i L L_i n_d a t a_ a t  m b . h p f . f 9 0 : 1  

5 # 3 ( s c a l a r )  mb_f i l l_i n_d a t a  a t  m b . h p f . c : 4 5 

6 # 4 ( s c a l a r )  m a i n  a t  m b . c : 4 2 1  

7 # 5 ( u n s y n c )  _h p f_t w i n n i n g_ma i n_u s u r p e r  a t  [ . . .  J / L i b h p f / h p f_ t w i n . c : 4 9 9 , 5 0 6 , 5 0 6 , 5 0 6 , 5 0 6  

8 # 6 ( s y n c h r )  s t a r t  a t  [ . . .  J / a l p h a / c r t 0 . s : 3 6 1  

9 d e b u g g e r >  f o c u s  1 - 4 

1 0  d e b u g g e r >  w h e r e  

1 1  > # O ( u n s y n c )  M A N D E L_V A L  a t  m b . h p f . f 9 0 : < n o n e > , 4 4 , 4 5 , 4 0 , 3 9 

1 2  # 1 ( s y n c h r )  h p f $ h p f_f i l l_i n_d a t a_ a t  m b . h p f . f 9 0 : 1 4  

1 3  # 2 ( s y n c h r )  h p f_f i l l_i n_d a t a_ a t  m b . h p f . f 9 0 : 1  

1 4  # 3 ( s y n c h r )  _h p f_n o n_p e e r_O_ t o_d i s p a t c h_ L o o p  a t  [ . . .  J / L i b h p f / h p f_t w i n . c : 5 7 5  

1 5  # 4 ( s y n c h r )  _h p f_t w i n n i n g_m a i n_u s u r p e r  a t  [ . . .  J / l i b h p f / h p f_t w i n . c : 5 0 6  

1 6  # 5 ( s y n c h r )  s t a r t  a t  [ . . .  J / a l p h a / c r t O . s : 3 6 1  

Fig u re 5 
Con trol FlO\\ of a T\\·i nncd Progr.1m l n tcrru f'tcd d ur i n "- Con1pu tat ion 

1 d e b u g g e r >  w h e r e  

2 > # O ( s c a l a r )  __ p o l l  a t  < < u n k n o w n  n a m e > > : 4 1  

3 # 1 ( s c a l a r )  < < d i s e m b o d i e d > >  a t  < < u n k n o w n > > : 4 5 9  

4 # 2 ( s c a l a r )  X R e a d  a t  < < u n k n o w n  n a m e > > : 1 1 1 0  

# 3 ( s c a l a r )  X R e a d E v e n t s  a t  < < u n k n o w n  n a m e > > : 9 5 0  

6 # 4 ( s c a l a r )  X N e x t E v e n t  a t  < < u n k n o w n  n a m e > > : 3 7 

7 # S ( s c a l a r )  H a n d l e X I n p u t  a t  m b . c : 5 8 

8 # 6 ( s c a l a r )  ma i n  a t  m b . c : 4 5 2  

9 # 7 ( u n s y n c )  _h p f_t w i n n i n g_ma i n_u s u r p e r  a t  [ . . .  J / l i b h p f / h p f_t w i n . c : 4 9 9 , 5 0 6 , 5 0 6 , 5 0 6 , 5 0 6  

1 0  # 8 ( s y n c h r )  s t a r t  a t  [ . . .  J / a l p h a / c r t 0 . s : 3 6 1  

1 1  d e b u g g e r >  f o c u s  1 - 4 

1 2  d e b u g g e r >  w h e r e  

1 3  > #O ( u n s y n c )  s e l e c t  a t  < < u n k n o w n  n a m e > > : < n o n e > , 4 1 , < n o n e > , 4 1 , 4 1  

1 4  # 1 ( u n s y n c )  T C P_M s g R e a d  a t  [ . . .  J / l i b h p f / m s g t c p . c : < n o n e > , 1 0 5 7 , < n o n e > , 1 0 5 7 , 1 0 5 7  

1 5  # 2 ( m u l t i )  

1 6  < n o n e >  

1 7  T C P_R e c v A v a i l  a t  [ . . .  J / l i b h p f / m s g t c p . c : 1 4 0 0  

1 8  s w t c h_p r i  a t  < < u n k n o w n  n a m e > > : 1 1 8  

1 9  _T C P_R e c v A v a i l  a t  [ . . .  J / l i b h p f / m s g t c p . c : 1 4 0 0  

2 0  _T C P_R e c v A v a i l  a t  [ . . .  J / l i b h p f / m s g t c p . c : 1 4 0 0  

2 1  # 3 ( u n s y n c )  _h p f_R e c v  a t  [ . . .  J / l i b h p f / m s g m s g . c : < n o n e > , 4 3 4 , 4 8 8 , 4 3 4 , 4 3 4  

2 2  # 4 ( s y n c h r )  _h p f_R e c v D i r  a t  [ . . .  J / l i b h p f / m s g m s g . c : 5 09 

2 3  # 5 ( s y n c h r )  _h p f_n o n_p e e r_O_ t o_d i s p a t c h_ l o o p  a t  [ . . . J / l i b h p f / h p f_t w i n . c : 5 6 3  

2 4  # 6 ( s y n c h r )  _h p f _t w i n n i n g_ma i n_u s u r p e r  a t  [ . . .  J / l i b h p f / h p f_t w i n . c : 5 0 6  

2 5  # 7 ( s y n c h r )  s t a r t  a t  [ . . .  J / a l p h a / c r t O . s : 3 6 1  

Fig ure 6 
Con trol Flow of a Twi n n e d  ProgLllll I nterru pted 'vVh i l c  I d le i n  Scal .1 r  Mode 

the <lctual  data resu l t  ar the end ohhe ope LHion . The 
usu<l i  not ion of an address, howe\'er, is  that i r  descri bes 
the st<l rt  o f' a contiguous b lock o f' memon·. 

Richer data- location re present<Hions :1 re 1 1ecessa t"l'. 
These representat ions can inc l ude  reg iste rs <llld con
tiguous memor\', bur rhev also need to inc l ude d iscon
tiguou s  memorv and cht<l d istri b u ted among m u lr ipk 
processes . The representations shou ld also 1 11c lude the 
res u l ts of  express ions i m·olving <l!TJ\' sections, \"ecror
,.a Jued su bscri pts , and tie l d -of JtTa\· o perat ions , 

thereby extend i ng add ress :1rith m eric to d .1u- locarion 
ar ithmetic .  Aardvark de fi nes a !ocotil 'f' b <lse cL lss rh,n 
has a ,·i rtual  method to fetch the data . A ,·ar ien· of 
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d eri\ 'cd c l asses imp l ement the data- l ocatio n  represen 
t<\ r ions need ed . 

] )  I GITA L's Fortr<l l l  90 i m p le ments assumed -shape 
and deferred -shape arravs us i ng d escriptors that con
t<l i n  run - r ime information abou t the memory address 
of the first clement, the bounds, and  per-d i m e nsion 
in rer- elemenr spac in g . "  Aard ' ark mod e l s these npes 
of <l iTJVS a lmost d i rectly with a derivation of the loc<"J 
ti\ 'C c lass t hat holds the same i nformation as rhe 
descriptor. Performing expres, ion operat ions is  rela 
ri, ·e h· easv. An arrav section expressi on adj usts the 
bounds and the i nte r-c le men t spac i ng . A field-ofarrav 
opnat io n  offsets the <1d d ress ro poi nt  to the campo· 



nenr tie ld and changes the e lement  rvpe to th:�t of the 
fie l d .  A vector-valued su bscript expression requ ires 
Jdditioml su pport; the reprcscnt<�tion tor each d imen 
sion can be a vector of mcmorv oftsets instcJd of 
bounds Jnd in ter-element sp�King.  

A l l  arrays in  HP� a rc qual i fied,  expl ic i t ly  or i mp l i c 
it lv, with A L I G N ,  T E M P L A T E , �md D I S T R I B U T E  d i rcc
ti\ es ."' D I GITAL's H PF uses <1 su perset of the Fortran 
90 descriptors to encode tbis information .  Aardvark 
models H PF MTavs with a nother derivation of the 
locui,·e class that holds i n formation s imi lar to the H PF 
descriptors. The  most pronou nced d i ffe rence i s  that 
Aardvark uses a single l ocative to encode the descrip
tors ti·om the set of processes. Aardvark knO\\'S that the 
loc.ll mcmorv add resses arc potentia l ly  d i fferent on 
each process and mai ntains them as a vector, but cur
rcntlv assu mes that processor- i ndependent i n forma
tion is the same on a l l  processes :md on lv encod es that 
in formation once. 

Referring again to Figure 4 ,  l i ne 22 shows that the 
<lrgument T A R G E T  is an array, and l ine 29 i s  a request 
tor i n formation about the location of its data . (Sec al so 
hgure 3 t(Jr the fu l l  source,  inc lud ing the declaration 
:tnd d istri bution of T A R G E T . ) Figure 4 ,  l i ne  32 shO\\'S 
th:tt there arc five processes, and l i nes 34 through 38 
show d1e base add ress with in each process . The 
<1dd resses tor processes l through 4 happen to be the 
same, but the address tor process 0 is d i fferent . Lines 
39 <l lld 40 show that the ran k  of the array ( a  r a n k ) and 
the ran k  of the  template ( t r a n k )  are both 2 .  Lines 42 
and 43 shO\\' the d imension information tor the  array. 
The declared bou nds are 1 : 4 0 0 ,  1 : 4 0 0, but the local  
phvsical bounds arc 1 : 4 0 0 ,  1 : 8 0 and the distribu
tion is < * , c Y c L I c ) .  This  i s  : d l  accu rate; d istribut ing 
the second dim ension on five processes causes the 
loca l  phvsiG.l! size tor that d imension ( 8 0 )  to be onc
ti fth the declared bound ( 400 ) .  

Performing expression opcratjons on H PF-bascd 
locatjves is more involved than tor Fortran 90. 
Processing a scal ar su bscript not onJy offsets the b<1Se 
memory add ress but also restricts the set of processors 
dctcnn.ined bv the dimension's d istri bution information. 
Processi ng �1 subscript triplet, e .g . ,  f r o m : t o :  s t r i d e , 
in"olves adjusting the declared bou nds and the :t l ign� 
menr; it docs not <ldjust the template or tJ1c physical Jay
out. As in Fortran 90, processing a vector-valued 
subscript in H PF req uires the locative ro represent the 
effect of rJK vector. For HPF,  the rcprcscnratjon is pairs 
of memory offSets and processor set restrictions. 
Processing c1 tic ld -ofarray operation adjusts the element 
type and oftset.s each memory address. 

When selecting a s ing le array c lement bv providing 
scalar  su bscripts, another tvpe of locati"c i s  usefu l .  This 
locative descri bes on which process the data is stored 
and a locative relative to that selected process. For 
example , l ine 45 of Figure 4 requests the l ocation 
i n formation of a single arrav e l ement.  The resu l t  

shows that i t  i s  on process 4 at  the memon· <1ddress 
ind icated by the contained loc:1tivc . 

Fetching HPF Data 

As j ust mentioned , locati\'es prm'ide J method to tctch 
the data described by the l ocative .  for a locative that 
descri bes a single d istri buted arr:w clement ( e .g . ,  
Figure 4, l i nes 45 through 49 ) ,  the  method extracts 
the appropriate physical thread from the logic:tl thread 
and u ses the contained locative to tC tch the data rcl a 
ti,·e to  the  extracted p hysic1l thread . For a locati,·c that  
describes an HPF array, Aardvark cu rrently i terates 
over the valid subscript space, determines the physica l  
process number and memon· offset tor each c lement,  
and fetches the c lement from the selected p lwsical 
process. for sma l l  numbers of e leme nts, on the order 
ot- a fe"· dozen , this tech n ique h:1s �1cceptab l c  per
formance.  For large numbers of e lements, e . g . ,  tor 
visua l ization or redu ction operations, the cumu lative 
processing and communication delav to retrie,·c cJch 
i nd i,·idua l  e lement is unacceptab le .  Th is pertonnance 
issue a lso exists tor locatives that describe disconrigu 
ous Fortran 90 amws. The threshold is higher because 
t here is no compu ution to determine the process for 
a n  element, <1nd the process is usuall y  local rather than 
remote, c.l iminating communication de lays. 

The pri marv bottleneck i s  issuing mam· sma l l  data 
retrieval requests to each ( remote ) process .  This 
involves many communication de l ays and manv dclavs 
related to retrie, ing each elcmem. What is needed is to 
issue a sma l ler  n u m ber of .larger requests. The sma l ler  
n u mber reduces the nu mber of commun ication trans
Jctions and associated de lays .  Larger requests <1 1 10\\' 
ana lysis of a requ est to make more c ftic ient  use of 
the operating system 's mec hanisms ro access process 
memory. For example,  a sufficiently dense request can 
read the encompassing memory i n  a s ing le c1 l l  to the 
operating system and then extract the desi red cle
ments once the data i s  with in the debugger. 

Although not imp lemented,  the best solut ion,  in  
my opin ion,  is to provide <1 "read (mu lt idimensiona l )  
memory section" method on a process i n  add i tion ro 
the common "read ( contiguous ) memory" method . I f  
the process is remote, as  i t  usua l l v  is \\'i rl1 H Pf, the 
method would be forwarded to a remote debug server 
contro l l i ng the remote process. The implementation 
of the method that interacts \\'ith the operating S\'Stem 
would know t.he trad c-ofts to determine  how to <llla
l yze the req uest tor maximum efficiency. 

Com·crring a locative describing a Fortran 90 arrav 
section to a "read memory section" method should be 
casv: thev represen t  nearlv the same thing.  For �1 loca
t ive that describes a d i stributed HPf arrav, Aard,·ark 
would need to bui ld ( p hysical ) memory section 
descri ptions for each p lwsica l  process . This can be 
done by iterati ng 01·er the phvsica l processes and 
bu i ld ing the memory secti on tor each process. It is 
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:� lso possi bl e to build the me mon· sections t( ) l "  ;1 1 1  the 
processes d u ri ng; �1 s ing l e pass thro uf':h the louri, ·c , b ur 
rhc per tcmn �1 1Kc gJins nu1· nor  be l arge en ou g h w 
w;1 1-ranr the added comp lo i tv. 

Differing Values 

U s i n g  H PF to d istri b u te an arr;n· often part it ions i rs 
c l eme nts Jmong the processes . ScaL1rs, ho11·c,·cr, �HT 
gen era l ly rcp l i utcd and mav be e xpected ro kwc the  
same 1-;l iue i n  uch pmccss . T h ere �1rc c1scs, thu ugh , 
where sccmi ngil' rep l i cated sc1 L1rs 111;1, .  1 10t h;11·c the 
S;lmc va l u e . DO l oops th;lt do not req u i re daL1 to be 
com m u n icated bet�, ·c c n  processe s do nor h ;ln: sl·n
c h ron iJ.ation poi n ts :� nd  can bec ome out  of Jl lnsc , 
res u lting i n  their  ind exes ,mel other pri1·;1tizcd ' ;u· iab lcs  
h <ll · ing d i ffere n t  ,·al u e s .  F u n c tions c 1 l kcl 1 1  i r h i n  a 
F o R  A L L  construct often run 1 1 1depc n d c n t il ·  of e;Kh 
orhe 1·, cw sing the a 1·gu menrs ;tnd l oc�11 ''<lr i ,lb lcs  in  
one process to he cl ifkrcnr ti·om those i n  ,w othcr. 
A d e b u gger s h o u l d  be aware rh:�r  ,·a lucs might  d i fk r  
:� nd adjust t h e  p1·cscn t�1 tion o f  s u c h  l';l l ues acc ord i ng � \ . 

Aardvark's ;1pprcK1ch is to ddl n e  a nc 11· ki nd of va lue  
object c1 1 l ed chj/(Tinp, mlues ro rc prescm <1 ,.;1 luc  ti·om 
a sem;unical il' single sou rce th;H docs  nor iLl\T the 
same va l u e  ti-om <1 1 1  i ts actual sources. A use r inr crbcc 
em detect rbis ki n d  oh·:� J u e  and d i spb1· it in d i fte rc m 
11·�1\ 'S, [or examp l e , based Oil CO! HOt ;md/or the size of  
the data . 

Referring ag.1 i n  to figure 4, tilL p rog;Llm "·'1' l l l te r
r upted w h i l e  e;Kh process 11':\S o .ccu ti ng the hl iKtion 
M A N D E L  V A L  cal led with i n  a F O R A L L .  Lme 2 sh o11·� 
th�lt the �1 rg u m c n t  X "·as dctnm i ned to h�n·e d i fte ri ng 
\';l l ues. This usn i n terhcc docs not sho11· :� l l  the ,.;1 l u cs 
;H th i s f�oi nt;  �1 brgc n u m ber of , a l ucs cou ld  d i s tr,Kt 
t h e  user ti·om the c u rrent  ob j cc ti, ·c of d iscclluing; 
wh ere the process stopped. I n srod , it  sho"·s a n  i n dicl
tion that the , ·a l u cs arc d i ftc renr ;l long; 11 i t h  the n-pc of 
the \'a ri ab lc .  Notice thar the other t11·o argu m e n ts,  
N M I N  �md N M A X ,  a rc presente d as i n  tcg;crs; t iKI h,l,·c 
the same va l u e  in a l l  processe s .  L i n e  12 1·cquc sts to sec 
the va l u e  of X .  Line 1 3  ;1g:1 i n  sh o11·s th�u the , ·a lues �1rc 
d i tk re l l t , a n d  l i nes 1 4  through 1 8  s ho" the process 
n u mber :md the \';l i u c  ti·om the process.  

To b u i l d  a d i ftc ring ,.,1 l ues object,  A�1 rLil-�1rk re;llb 
rhc ,·a lu cs to r a rep l i cated sca lar  ti·om cK h f� roccss . H. 
a l l  the V<li ucs ;lre bit-wise cq u;l l , thev arc considned to 
be the S<l l11C and a st;md ard ( si n gl e )  ,.;1 l u e  object i s  
returned . Otherwise,  a d i ftcr ing ,·a l ucs object i s  con 
structed ti·om the sc,·er;ll ,.�1l ucs .  For n u m eric d;l Ll ,  this 
;1 pproach see ms rcason�1bk. Ifrhc ' al u e  of a sc1Lu· i n te
ger vari�1b lc I N  T V  A R is 4 on al l  the processes, then 4 1s  
�1 rc ason ;lb le ( s i n gle ) l'�l l u c  for I N T V A R .  I f thc ,·:� lu e  of 
I N  T v  A R i s  4 on some processors :�nd 5 011  others ,  no 
s in g le , ·a l u c  is rc1so n a b l e .  For 110I1!1 l t m cr i c  th ra ;md 
flOi nters, th e re i s  the poss i bi l i tl' of bl sL· J�os i ti 1 es and 
E1 lsc neg:l ti,·cs .  The iclul  tor uscr - d e ti n c d  t1ves is ro 
compare the tl e lds  rcc u rs i ,-c lv. Poi nters that arc scman-

rica l i l· the s.1mc em point to targets located at  d ifti:re n r  
mc mo1T ,1d d rcsscs tor u n rel ated reasons,  leading to 
d i fti: rcnr  lnc mor,· add ress ,·a l ucs :�nd th erefore a f:llse 
positi\'c . To corrccrlv d erdi.:rencc rhe poi mcrs, though, 
r\:1 1·d ,·ark IKtds t i le d i fk rc n t  mc l l lOrv :�dd ress \'�l lu e s .  
I n  short, i t  is  rcJson <lb le to test n u meric data a n d  cre
:trc a si ngle ,·a l u c  object or a d i lk ring \'J i u cs obje ct, 
�m d it <l f l f�Clrs rc1sona h l c  to do the S<lmc to r non n u 
meric  d a u ,  d espite the poss i b i l i rv ot" a rcc h n i e<1 l ly b lsc 
kimi oh ·;1 l uc object.  

Currcmi l', d i fferi ng ,.:1 luc s d o  nor participate i n  �� t-i th 
mctic .  Tlur is ,  the expression I N  T v  A R .  L T . 5 i s  v;1 l id i f  

I N  T v  A R i s  :1 s ingle , .,1l ue hut causes a n  e rror to b e  sig
!l;l led i f  I N T V A R  is a d i tkring \·a lu e . lvb ny cases could 
he nude ro 11·ork, b u r  some cases dct\' resol u tion . I n  the 
I N T V A R . L T . 5 ClSc, if a i J  1 a Jues of i N T V A R  ;u·e Jc�, rJ1an 
5 or aJJ :1rc greater rhan or equal  ro 5, then i t  is reason 
<l hlc t o  co l l ,lf�sc t h e  result into a single ,.;1 lue,  . T R u E . m 
. F A L S E . ,  respcctil ch-. I f  some 1 ;1 l u es ,\ IT less than 5 

;ln d  some are not , it al so seems reasonable to crcatc a 
d iikri n g ' .1 l ucs object rhar holds  rhe d i tk 1ing resu lts .  
What if  I N T V A R . L T . 5 is used �1s the condit ion of a 
l11·c;1kpoim ,md some ''<l i ucs of I N  T v  A R <1re less th;m 5 
and some .1rc 1 1 ot ;  The bre<lkpo i nt should prohJb!l
cw se rhc process ( an d  aJ I  the p hvs ica l processes ) to 
rcm<1i n sroi�JKd . I t  is u n c l cu· 11·hethcr Jrithmcric on 
d i fre nng ,.,1 l u es " o u [cl be usdi.d ro users or i f  it wou ld 
k.1d to more conti1 sion than it wou l d  cl ea r u p .  

Un met Cha l l enges 

H I'� prcscms <1 ' ,1r ict1· of c ha l le nges rhar  A�1rd1·ark 
docs nor \'c t ;ld d rcss .  Some o t- these cb�t l l cngcs ;lrc not 
in common pr<ll' t icc,  g i1 · i ng them l o11· f1 ri or i t,· . Some 
;l iT rccem 11 i th H I)� Versi on 2 . 0  �1 nd :�rc bei n g  used 
" i rh i ncn: .1s i ng ti-c q u enC\·. Some o f rh c  c h ;l l lcngcs, tor 
C \ ,1 !11f� l c ,  ;1 d e b u gger- i n i tiated u l l  of a n  H P � p roce 
d u re,  :11T ted ious to :�d d rcss correctlv. 

Mapped Scalars 

l r  is poss ib le  ro distri bute a sca la 1· so thar the sccuar is not 
h i l h- rep licated . 1 - The com pi ler 11 ou l d need to emit sufti 
cicm debugging i n t(m11:1t ion, ll' hich wo u l d p robablv be 
a ' i rru<1 l  �uT,l\' dcscri pto1· 11 ith an �lin\· r:m k ot" 0 and a 
no117ero tcmpbte ,·;m k.  A1rd1 -ark wou ld probabJv model 
i r  using its o isti ng loc1D\ 'C r()[ HP� 'llTJVS, a lso ll' i th an 
:l!T;l\. rank ofO and ;lppropriarc te mplate i n tcm11ation . 

Replica ted Arrays 

U n l c�s orh cr"·isc spcc i tl c d ,  Dll; ITAL's H PF com p i l er 
rcp l i c1tcs ;lrravs Ir is possi b l e to rq� l ica tc JIT<l�'S o pl ic
i th' ;md to ;th gn ;l!Ta,·s ( and Sellar ) so that the\' arc 
p .1rt i ;1lh· rcpl icncd . Ctl lTc nt l l·, A<1rd v;11·k docs n ot 
d e tect  a l"Cf� l i cncd ;HTJ\', despi te t h e  svm bol c1 b lc  or 
r u n -time dc�criptor i n d i cni ng th;H it i s  rep l icated . As a 
res u l t , A1 1·d,·ark d ete rm i nes a single process fro m  
11 h i c h  w krch c K h  a rrJ\' c l c m c m .  For ti.i l l v  rep l i cated 



JIT<l\'S, r\Jrchark shou l d  reJd the JIT�\\' from e:1ch 
process and process them with the d ifkri ng val ues 
a lgori thms. Corrccrl�' processing :�rra\'s rhar are par
ti:� l l y  repl icated i s  not JS easy as process ing u nrep l i 
CJted or  fu l ly repl icated arrays. l f rhe odd col um ns .1re 
on processes 0 and l,  while the even col umns  are on 
processes 2 �1 nd 3 ,  no single process contains the entire 
aiT<\1'. The d i fferi ng va lues object wou ld need to be 
extended to index the v�1 lu es by a processor set rather 
th<ln a single process. 

Update of Distributed and Replicated Objects 

AardvJrk current ly  su pports l im i ted modi fication of 
d�l ta .  It supports updating a scal ar object ( Sel lar  l·ari 
ablc or s ingle array clement)  with a scala r  value ,  even if 
the objcct is  distri buted or repl icated . E1 cn this can be 
incorrect at times. Assigni ng a scaL1r va lue to a rep l i 
cated object sets each copv, which is undcsirab le  i f  the 
object has d i fteri ng va lues .  Assign ing a va lue that is  a 
d iffering va l u es object is not supported . More i mpor
t;mtlv ( ;md more subt l v ) ,  Aard1·ark is not aware of 
s ludow or halo copies of data that <lre stored in  m u l ti 
p l e  processes, s o  upd ating a d istributed object upcbtes 
only the prim�1ry location . 

Distributed Array Pointers 

HPF Vcrsion 2 .0  a l lo11·s arra1· poi nters i n  user-d efined 
tvpes to be  distributed and al lows fu l lv rcpl icated  
aiT<WS ofsuch tvpcs. For example, i n  

t y p e  u t y p e  
i n t e g e r ,  p o i n t e r  : :  c o m p p t r ( : )  
! h p f $  d i s t r i b u t e  c o m p p t r ( b l o c k )  

e n d  t y p e  

t y p e  ( u t y p e ) : :  s c a l a r ,  a r r a y ( 2 0 )  

the COtn poncnt  ric ld  c o m  p p t r is �1 distributed arL11' 
poi nter. Aardvark does nor cu rren rlv  process the array 
ckscripror( s )  tor s c a L a r %  c o m p p  t r ar the r ight pbce 
and as a resu l t  docs not recognize the expression as 
an JtT�\1'. As mentioned ca rlicr, A1rd1·ark reads a repl i 
Gitcd �1 rrav e lement ti·om a s ing lc  proccss. To process 
a r r a y < 1 ) % c o m p p  t r ,  all thc descriptors arc needed,  
e . g . ,  r(>r thc base memon· �1ddresses i n  the plwsical 
processcs. The usc of this rcbtivclv ncw construct is 
groll'i ng rapid l l·, cb·aring the im port�mcc of being 
su pported bv debuggcrs . 

Ensuring a Consistent View 

A program can h �ll'e i rs p lwsical threads stop ar the 
s�1me p lace bur be in d iftercnt  i rcrations of a loop . 
Aard1·ark mistakcnlv presen ts this St<1te as Sl'n 
chroni;,ed and p resents dat�1 as if i t  wcre consistent .  
This i s  what is happen i n g  in hgurcs 4 and 5;  
h p u h p f _ f i L L _ i n_d a t  a ( ti·amc # 1 )  i s  i n  d i fferent 
i tcrations of the F o R  A L L .  W ith com pi lcr assisrancc , i t  
i s  possible ro annotate cach thread's location with i ter
arion counts in addition to trad it ional l i ne  n u mbers . ' " 

The res u l ting set of locations can be comp;�rcd to a 
location in the conceptuallv serial program to detcr
mine 11 hich th reads ha1T a l readv rcKhed ( and perhaps 
p:tssed ) the stria !  location and which h ave nor I'Ct 
reached it. A debugger could au rom atic1 l ly, or under 
user contro l ,  advance each thread to a consistc nt seria l  
location .  For nOll', Aardvark's d ifti: ring 1·a l ues mecha
n ism is the clue to the user that program stare might 
not be consistent .  

Calling an HPF Procedure 

Ha1 ing a debugger in i ti :tte a ca l l  to a For tran 90 pro
cedure is d i fticu lt  in the general casc . One d ifhcu l tv is 
that copv-injcop1· -out ( mak ing a re mporar\' copv of 
array arguments and copving the temporary back to i ts 
orig in Jfrer the ca l l  returns ) mav be necess�l rl'. H P F 

adds two more d ifficu l t ies. First, the data mav need to 
be red istributed,  which <lmounrs to a d istriburcd copy
in/copy-out :tnd entai ls a lot of ted ious ( bu r  hopefu l lv  
straighrtorward ) bookkeeping. Second ,  �1n H P F 
thread's state is much more complex thJn a col l ection 
of physical thread states .  W hcn  a dcbugger in i t iates a 
un i processor proccdu re cal l ,  it gencr<1 i l v  s:�1·es rhe reg
isters, sets up the registers and stack accord ing to the 
c1 l l ing com·ention, lets the p rocess run until rhe c1 l l  
re tu rns, extL\Cts rhe rcsu lt , :md rina l lv  restores the 
rcgisters. The registers are gener:· d l l · thc stare that is 
preserved across �\ debugger- ini t iJtcd proced ure c:� l l .  
For H Pf, and in  gcner:-d r()r other parad igms that. use 
messagc passing, it mav be nccess:�rv to preserve the 
run - tjme stare of the mcssJging su bwste m in e<K h 
process. This prescrvation probab lv  amounts ro mJk
ing un i processor ca l l s  ro mcssagi ng-supp l icd s:t 1 c/ 
restore cntn· poims ,  a l lowing the mcssagi ng sub
system to defi ne what i ts stJte is and bow ir  should 
be saved :md restored .  A l though logical cntirics II'Ou ld  
be  used to coord inate rhc  phvsical details, th is  i s  a l ot 
of 11·ork and has nor been prototvped . 

Related Work 

DJGITA L's representative to rile tlrsr meeti ng or· 
the H P F  User Croup reported a general I Jmcnr 
am ong users about the lack of debugger support . '"-20 
Browsing rhc vVorld vVide Web rcvea ls l i tt le on the 
topic of HP� debugging, a l though some eft(lrtS ha1 c 
pro1·ided various dcgrees of soph isticati on .  

Multiple Serial Debuggers 

A s imp l istic :1pproach to debugging support i s  to start 
a trad itional seria l  debugger on each com poncm pro
cess , perhaps provid ing a scparate window r(l r  e<Kh 
and prO\· id ing some command broadcast capabi l i rv. 
A l though this approach provides basic debuggi ng, it 
does not address a ny of the in tercsring ch a l l cnges of 
H P F  debugging. 
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Prism 

The Prism debu gger ( ' crsions d:tr i ng ri·om 1 992 ) , t(n
merlv from Thinking Nbchi nes Corpora tion , p rovides 
debu gg i ng support for CM �ortL11 1 . � 1  ! ! The ru n- r ime 
model of Ci\tl Fortran is essenti a l l v  s i ngl e i ns truc tio n ,  
m u lt iple data ( S IM D ) ,  \\'h ich considerabh- s i m pl ifies 
ma nagi ng the progra m .  The program gets compi led 
i nto an executa b le that broadcasts manoi nstrucrions 
to rhe para l l el mac hine,  even on the CM-5 sync hro
nized m u l tip le in struction, multip le  lbt�1 ( M I M D )  
machi ne . Prism prim�1ri ly d e b u gs the si ng le program 
doing the broadcasting. Thcrdore, oper<Hions such  <1S 
starting, stopping, �md setti n g  breakpoims can usc the 
trad i t iona l u niprocessor d e buggi ng tec h n i q u es . Prism 
is a\\"Jre of d istri buted d�1ta .  When , · isual i ;. ing a distrib
u ted arrav, however, it prese nts c1ch process 's local 
portion and conccpru:-� 1 1\· augments rhe r�1 1 1k of the 
arrav to i nc l ude :-� process axis .  For example,  <1 rwo
d imc nsional 400 x 400 �HTa\' d istri b u ted < * , c Y c L I c )  
on ti vc processes i s  prese nted as a 400 X 8 0  X 5 �1rrav. 
For opl ic i t  message sen di ng progra ms, Prism con trols 
the target processes and provides a "" ·here gL1ph,"  
w h i c h  has  some of the , · isual  c u es that  Aank1rk 's logi
cal t!·ames provide. 

Tota/View 

Recent ( 1 997) vers i ons of the Tot•1 IVic\\' deb ugger, 
from Dolph in  l mercon nect Sol u tions, l nc . ,  prm i dc 
some support tor the HPF comp i ler ti·om The Portland 
Group,  l n c . :·'·" TotaJVic\\ "  prm·i des " process grou ps ," 

which are treated more l i ke sets tor se t-wide ope ra tions 
tJ1an l i ke a S\'nthcsis i mo <1 si ngle logicJI cntin·. As <1 
result ,  no un i6ed view ot

.
rhe c:-� 1 1  stacks e xists. Total View 

can "d i"e" into a distr i buted H PF arr�1\' and prese nt it  as 
a single <U-ray in terms or. the origi na l  source. Distri buted 
dat�1 is not cu rrentlv i n tcgL1tcd imo the cxprc�sion 
syste m, hcl\\·ever, so a conditional breakpoint such as 
A <  3 ,  4 )  . L T . 5 docs not \\ 'ork. To ta!Vic\\" i s  be i ng 
acti1 ·clv dc1·c lopcd ;  h.t turc 1-crsions \\' i ll l i kclv prm ·i de 
more complete su pport t(n H l'f. 

Applicabi l ity to Other Areas 

Manv of the tech n i ques that Au·dv ,1rk incorporates can 
apph· to other �1reas, inc lud i ng the s i ng le program, 
m u l tiple d ata ( SPM D) parad igm, de buggi ng opti mi;.ed 
code ,  and i n terpreted l ;1ngu:�gcs .  

Single Program, Multiple Data 

Logical enti ties em be used to ma t1 <1gc <1 1 1d e:x�1mine 
programs that usc the SPI'vtD parad igm . This  i s  true tor 
process - level SPtvlD,  \\ "h ich  i s  common�\- used ,,·ith 
exp l i c i t  message send i ng such  <1S MPI ,'J· and f(n· 
rhrcad - b·el SPMD suc h <1S d i rected d ccomposi 
tion .';-li  Aardvark's twin n ing <1 1 gori rh ms em be used 
i n  both cases . Process- le\·e l  SP1\l D i s  s im t l ar to 
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D I G TTf\ l .'s HPF; the equiv �1 l c n t  of twi nn i ng req uires a 
sn· l isric ,,.a1· of cod i n g  and d eclar i ng a dispatch loop . 
Th re<1d. - b·cl SPMD USU<1liv bas J pool ofthrc1ds wJit
i n g  i n �1 d ispa tc h  loop , req u ir ing Aarch·ark to kno"" 
so me nKc hanics ofrhe run-ri m e  support.  

The d i fte ri ng ,·alucs mec ha nism c:�n app!v to data i 11 

SPMD fX1 rad i gms . D I GITAL's recent  i ntroduction of 
Th read Local Storage (TLS ),2' mode led on the Th read 
LoLal S torage t:1ci lity of M icrosoft Visua l  C++1'' with 
si m i l ari ties to T A s K  c 0 MM oN ofCrav Fortra n /'1 provides 
another sour(e ohbc same \'ar iable h,wing potent iJ I Iv  
diftl:ri ng 1 ·a lucs in ditkrent th read contexts. 

Debugging Optimized Code 

A�1rdY�1 r k  's tlo i blc  locati1-c subsvstem a n d  i ts al\·are
n css ot' nonsingular  , ·a l ues ( i .e . ,  d i fkring va l ues ) can be 
rhc b.1sis tor "spl i t - l i ret ime ' ar ia bles . " I n  opti mi zed 
code, a vari a b l e  can h ave severa l s i m ul t�lllcous l i tetimcs 
( e . g. , rile resu l t  of loop unr o l l ing)  or no acti1·c l i fetime 
( e . g . ,  bet\\'een �1 usage and the next assign mem).  New 
lkri,·ations of the locati ,·e c l ass ca n descri be the mu lt i
ple homes or the nonexistent home of a 1·ari a b l c .  
Fetc hing b \ ·  means of suc h �1 J oclt i ,·e creates !1CI\ kin ds 
o f '  .:! l ues thJt hold �1 1 1  the 1 · �1 l ues or an i ndica tion that  
there is  no ,.�1 l u e .  User i n ter faces become �111 ·are of 
these ne,,· kinds of ,·a] ues i n  ways si I l l  i l a r  to thci r 
a\\"arencss of d iffering val ues . 

Aard,·�1rk.'s method of aski ng a thread tor a si ng le 
s tepping run reason and empowerin g  the reason ro 
accomplish i rs m ission (an be tl1c basis tClr si ngle ste p 
ping optimized code . Opti mized code gen e ra l l v  inrer
lc .11·es instructions tium difkrcnr source l i nes, rendering 
the stand ard "execute instr uctions unt i l  the source l ine 
nu mbn c ha nges" method of s i ngle stepping useless. 
If tnsrcad the compiler em its i n t(lrmarion a bou t the 
semantic c1·cnts of a sou rce l ine, Aan.h-ark can constru ct 
a s ingle -stepping ru n reason based on scmantiL n·enrs 

t·ather than l i n e  nu m bers . Si ngle steppi ng an optimized 
H PF program immcd iatelv reaps the bendi ts since logi
Cli stepp i ng is bu i lt on phvsi cal  steppi ng. 

Interpreted Languages 

I .ogi ca l  e n t i t ies  can be used to s u pp or t  d e b uggi ng 
i n terp reted l a ngu ages such a s  J ava' 1  and Tcl . '1 I n  t h is 
use , t l 1 c  ph \ s ic al process is the  ope rat in g  s1·ste m ' s 
process ( th e  ] �1\'a V i rt u a l  M ac h i ne or the Te l inter
p reter ) , <llld t h e  lo g i ca l  p rocess i s  the use r-l e1-cl Y ic,, ·  
of the  program . A l ogical  s tack ti-a me e n codes a pro
ce d u re c a l l  o r· the source b n g u �1ge . This is  •1ccom 
p l i shed b1·  ex a mi ni ng v i r t u a l  stack i n format ion i n  
p l l \· s i u l  m c m or v  <1 n d/or b v  e x a m i n i n g  p lwsica l  
s r<1ck fra mes, dep e n d i n g  on h o w  t h e  i n te rp reter i s  
i m p l e m e n te d .  Vari a b l e  l oo k u p  wi th in  the c o n text o f  
�1 l og i c1 l t!·anll' \\"ou l d  u s c  the in terpre ter-m a naged 
svmbol  tab les rather than the svmbol tabl es of t h e  
p lws ic:-� 1 process . 



Summary 

H PF presents a v:�riety of chal lenges to a debugger, 
i nc luding contro l l ing the program, examining i ts ca l l  
stack, and examin ing i ts data, and user in te rface impl i 
cations i n  each area . The concept of logical cntitjes can 
be used to manage much of the control complex ity, 
and a rich data- location model can manage H PF arrays 
and ex pressions involving arrays . Many of these ideas 
can a pplv to other de bugging situ ations.  On the sur
face, debugging H PF can appear to be a daunting task .  
Aard,·ark breaks down the task in to pieces and attacks 
them using powerfu l  extensions to f.1mil iar ideas . 
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